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III Abstract 

Surface-enhanced infrared absorption spectroscopy (SEIRAS) is an increasingly popular 

analytical technique for studying molecular adsorption, finding applications in catalysis, 

biosensing and battery research. Crucial to its operation is a textured metal film, which can be 

produced by physical vapour deposition, galvanic electroless deposition and more recently, 

electrochemical reduction onto a conductive metal oxide layer. All methods suffer from poorly 

defined substrates which are difficult to reproduce with a consistent response. A model which 

predicts the optical response of a SEIRAS film could guide the development of better deposition 

procedures. This work aims to implement a model utilizing the Bruggeman effective medium 

approximation (EMA) and the Fresnel equations to calculate SEIRAS spectra for a range of 

morphologies and validate the calculations with experimental spectra. 

The developed model reproduces the asymmetric line shapes seen in experimental 

measurements, which arise from the Fresnel equations and a small change in the refractive index 

upon molecular adsorption onto a moderately reflective substrate. The Bruggeman model 

demonstrates that composite metal-dielectric films can acquire a permittivity function yielding 

moderate reflection under the conditions of a SEIRAS experiment. The angle-dependent behaviour 

is explained well by electric field strength calculations. The Bruggeman EMA also successfully 

explains the general trends observed in SEIRAS films and appears to be a useful tool to optimize 

the surface morphology for maximal enhancement without yielding bimodal spectra. Further work 

incorporating percolation theory as well as nucleation and growth models may be able to link the 

crucial fill-factor parameter to an experimentally accessible variable.
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1  INTRODUCTION 

Vibrational spectroscopy is an incredibly useful technique for obtaining molecular 

structural information. Surface-enhanced (SE) spectroscopy further extends this utility as an 

analytical method by introducing a metal surface in the vicinity of the molecules, which greatly 

increases the sensitivity of the measurement and enables the possibility of electrochemical control. 

SE spectroscopy promises a wide range of applications, from studying the selective adsorption of 

molecules on single crystallographic facets, to the design of more active catalysts with lower 

precious metal usage. Enzyme-based sensors have been made by tethering biomimetic membranes 

onto metal surfaces, and SE techniques are powerful tools for characterizing such sensors.1 An 

exciting proposed use of surface-enhanced spectroscopy involves microfluidic devices supported 

on top of an internal reflection element (IRE) to direct an IR beam at certain points along the 

channel.2 Thin film electrodes can be deposited on top of the IRE which are used to drive redox 

reactions. IR measurements allow the reaction’s progress to be monitored in situ and are used as 

the basis for control signals for pump systems. This could find application in low volume, high 

throughput automated research by running many devices in parallel or potentially even in 

commercial manufacture of drugs on a small scale. By and large, however, the major application 

of SE spectroscopy is as a research technique for studying electrochemical reactions involving 

catalytic surfaces. 

As SE techniques mature and find more applications, new substrates will need to be 

designed. A particular metal may be required to catalyze some reaction in lieu of the commonly 

used coinage metals, or perhaps a functional group needs to be anchored to the surface to bind a 

target analyte. The SE technique of interest in this thesis is attenuated total reflection (ATR) 

surface-enhanced IR absorption spectroscopy (SEIRAS), and details of this technique will be 

explained below. Traditionally, substrates for ATR-SEIRAS have been produced by depositing 

gold or silver films directly on the surfaces of suitable IRE materials such as Si, ZnSe or Ge. 

Although these modified substrates can provide strong apparent surface enhancements, the films 

are notoriously irreproducible, fragile, and prone to failure during measurements. In 2019 the 
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Burgess group reported the advantages of depositing a buffer layer of conductive metal oxide 

(CMO) on the IRE upon which a gold film could be grown by electrodeposition.3 This approach 

provided high enhancement factors and unprecedented film stability. This approach has also, very 

recently, been shown to be amenable for generating SEIRAS active layers of electrocatalytically 

important metals such as palladium.4 However, the core reasons for the improved optical 

performance of the CMO-modified SEIRAS approach were poorly understood prior to this thesis 

work. This is a fundamental knowledge gap which must be confronted to understand how to 

maximize (or balance) the enhancement, conductivity, and transparency of the substrate, 

depending on the application. A basic understanding of the underlying physics and a model to 

predict the optoelectronic properties of a composite film is imperative. The primary goal of this 

thesis is to develop a model of the permittivity of a composite film using effective medium 

approximation (EMA) and evaluate its predicted SEIRAS performance and compare model-based 

results to experimental spectra.
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2 BACKGROUND 

Implementing an EMA model requires a knowledge base which is not part of the training 

of an average chemist. Thus, the substantial background section presented here aims to provide 

context for a general chemistry audience. In brief, the choice of utilizing ATR-SEIRAS is 

discussed and compared to other surface-enhanced techniques (section 2.1). A basic discussion of 

electromagnetics (2.2) provides context for the EMA approach and the Drude-Lorentz model is 

introduced (2.3), which will later be used to compare the properties of conductive metal oxide 

(CMO)-supported composite films to traditional all-metal films. This is followed by a brief 

overview of the transfer matrix method (2.4) which is used to calculate experimentally measurable 

properties, like reflectivity and absorption spectra. A few comments are provided on percolation 

theory (2.5) before an in-depth discussion of the effective medium approximation approach (2.6). 

Finally, a review of plasmonic enhancement mechanisms (2.7) is presented as a question that 

continually arose during this work: are plasmonic mechanisms operative in SEIRAS generally and 

in CMO-metal substrates specifically? 

2.1 Surface-enhanced vibrational spectroscopy 

Surface enhanced infrared spectroscopy can be done in transmission,5,6 external reflection,7 

or internal reflection8 mode. Diagrams of common experimental setups for each geometry are 

shown in Figure 2-1. A brief discussion of each will provide the rationale for working in internal 

reflection geometry and provide some context for the aims of this work. 

Transmission mode offers a simple beam path and uncomplicated apparatus. Thin metal 

layers are sufficiently transparent that the IR light may be passed through the film with enough 

intensity to enable measurements. Transmission mode presents a significant problem for IR 

spectroscopy of solutions, since the concentration of the solvent is very high (e.g., ~55 M for 

aqueous solutions) and many common solvents, such as H2O, have a significant IR absorption 

cross-section. This causes a very significant attenuation of light, and the signal to noise ratio (SNR) 

of the analyte's absorbance is often too poor to be useful.  
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This leaves reflection-based techniques. Surface enhanced spectroscopies make use of 

metal films, which initially appear to provide a convenient reflective surface for a specular 

reflection-based measurement. For analytes which adsorb strongly to the metal film (or to a 

functionalized metal film), this can be a successful approach. The metal film can be placed in 

contact with the analyte-containing solution and be "incubated" so that the analyte will adsorb to 

the surface, and then the reflection spectrum can be measured ex situ (i.e., the dry interface with 

adsorbed analyte). While this approach (called reflection-adsorption IR spectroscopy, RAIRS) is 

successful, in situ methods are often desirable or required. For example, to study adsorption 

kinetics, the solution must be held in contact with the metal surface during the measurement using 

an IR-transparent window. The IR beam enters through the window, passes through the solvent, is 

reflected off the metal and passes back through the solvent and window to be collected by the 

detector.  

 

Figure 2-1: Configurations for IR measurements of analyte-containing solutions. 

An alternative approach is the so-called "internal reflection" method, where the window is 

substituted for a high refractive index, IR-transparent prism to bring light to the solution. By Snell's 

law (eqn. 2-1, where n is the refractive index and 𝜃 is the angle of incidence), when light travelling 

in a high index medium encounters a medium of a lower index, there is an angle of incidence 

(AOI)a where the light will be totally internally reflected back into the high index medium, 

 

a In this thesis, the AOI will always be measured from the surface normal. 
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assuming there are no absorptive losses. This angle is called the critical angle. Light travelling at 

any angle of incidence more grazing than the critical angle will be totally internally reflected.  

𝑛1 sin 𝜃1 =𝑛2 sin 𝜃2 2-1 

Total internal reflection may appear to be a useless phenomenon: if the light is totally 

reflected from the interface, then how could it provide information about the analyte on the far 

side of the interface? Although the power is totally reflected in the case of an interface between 

two non-absorbing dielectrics, electric fields still exist on the far side of the interface. These fields 

form an evanescent wave, so named because the field strength decays exponentially with the 

distance from the surface and propagates along the direction of the interface. If there is a lossy 

material, such as a molecule with an infrared-active mode parallel to the interface that is in the 

vicinity of the evanescent wave, the fields can excite that mode thereby attenuating the reflected 

power. The energy carried by the wave can excite rotational and vibrational motions of the 

molecule which can be further converted to translational motions through molecular collisions. 

Taking a macroscopic view, this is to say that the energy carried by the incident electromagnetic 

wave is eventually converted into heat. Since these modes will only dissipate energy of a particular 

frequency, the power collected by the detector will be reduced only at the frequencies 

corresponding to the characteristic modes of the absorbing molecule, thereby providing a 

"fingerprint" which can be used to identify the analyte. 

The internal reflection method described above is conventional attenuated total reflection 

(ATR) IR spectroscopy, without any surface enhancement. The decay of the evanescent wave 

depends upon the crystal material, analyte, angle of incidence, and wavelength. Using typical 

values for a mid-IR experiment, the penetration depth (defined as the distance at which the field 

intensity has fallen to 
1

𝑒
 of its incident intensity) is on the order of 0.5 μm. If a typical bond length 

is taken to be about 1.5 Å, it is clear that the evanescent wave will probe well beyond the first layer 

of adsorbed molecules and extend into the bulk of solution. For a truly surface sensitive technique, 

an additional mechanism is required to confine the region probed to within a few nanometers of 

the interface. Furthermore, to perform electrochemical measurements, the surface of interest must 

be made electrically conductive.  
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The first method to confine the evanescent wave to a shallower region than the penetration 

depth of two dielectrics was described by Otto and the experimental setup (Figure 2-1) now bears 

his name.9 A metal is positioned very near (less than the depth of penetration of an evanescent 

wave) the internal reflecting plane of the prism and the analyte is contained in the narrow gap 

between the prism and the metal. The benefit of the Otto configuration is that a propagating surface 

plasmon-polariton (PSPP) can be excited, which will be further discussed in section 2.7. The major 

challenge of working in the Otto configuration is precisely controlling the width of the gap between 

the metal and prism which requires the position of the surfaces to be adjustable while remaining 

highly parallel. If the gap is too large, the evanescent field at the metal interface will be too weak 

to excite a measurable PSPP. Both RAIRS and the Otto configuration enable the use of 

monocrystalline metal electrodes, oriented and polished so the adsorption of analytes on different 

crystallographic planes can be studied. The smooth surfaces used in these techniques are less 

enhancing than is attainable with roughened polycrystalline films, and the experimental challenges 

of the Otto configuration has limited its popularity. 

Shortly after Otto’s publication, Kretschmann and Raether demonstrated that the positions 

of the metal and the dielectric layer can be swapped (Figure 2-1), and a PSPP is still able to be 

excited at the metal-solution interface.10 The metal film must be kept sufficiently thin such that 

absorption by the metal is minimized, but the Kretschmann configuration has proved to be a very 

successful approach since depositing a thin metal film is experimentally much simpler than 

maintaining a very precise gap. In electrochemical ATR-SEIRAS, a thin metal film is deposited 

directly upon the principal reflection surface of the prism which fulfills both purposes of confining 

the evanescent field and acting as an electrode. The metal films used are textured rather than 

continuous, uniform slabs, as will be discussed at length in the following chapters. They are also 

very thin - much thinner than the wavelength of light used to interrogate the surface - and therefore 

the optical properties of these films are different than the bulk metal. The metal film can thus be 

placed directly at the IRE-solution interface. The film needs to balance the requirements of being 

sufficiently metal-like that it is reasonably conductive, but also sufficiently transparent that it does 

not attenuate too much light. The surface texture of the film is sometimes described as “metal 

islands” where the metal appears as separated regions with some amount of interconnectedness, 

similar to an archipelago. 
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One helpful division that can be used to categorize surface-enhanced techniques is whether 

the method is “resonant” or “non-resonant”. Figure 2-2 groups some of the most common surface 

enhanced vibrational techniques into these categories. Resonant techniques use substrates with 

finely tuned plasmon resonances to maximize the degree of enhancement over a narrow frequency 

range for a particular application. Producing precise metallic structures (often described as 

nanoantennae) to obtain the highest sensitivity presents a huge experimental difficulty and requires 

the use of sophisticated, low throughput techniques such as electron beam lithography. Since the 

aim is typically to obtain the highest enhancement, Raman has dominated the field of enhanced 

vibrational spectroscopy. By Fermi’s golden rule, the probability of an absorption event is 

proportional to the square of the electric field. Since Raman is an inelastic scattering process, it 

involves two photons: the incident photon and the scattered photon, where the probability of each 

event is proportional to the square modulus of the electric field, |E|2, and therefore the entire 

transition probability scales with an |E|4 dependency. 

 

Figure 2-2: Situating ATR-SEIRAS in the scheme of vibrational spectroscopic techniques. 

Alternatively, non-resonant SEIRAS utilizes relatively simple methods to produce textured 

metal films which offer a broadband response but with reduced enhancement factors typically in 

the range of 10-1000. In contrast to the well-defined structures required for resonant techniques, 

the films used in ATR-SEIRAS are usually poorly characterized and contain a broad range of 

particle shapes and sizes. The most typical film preparation techniques are physical vapour 

deposition and electroless deposition, which do not provide much control in creating films with a 

specific morphology to obtain optimal performance. By changing the deposition rate, it is possible 
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to adjust the RMS surface roughness somewhat, but the variance of the roughness is large and the 

range of features sizes that can be produced is limited.11 Electrochemical annealing may improve 

the performance of the film by restructuring the metal surface, but again does not afford a high 

level of control. Non-resonant films do have some advantages: they are much simpler and cheaper 

to manufacture, and they offer a broad band spectral response which, as a general diagnostic tool, 

is preferrable to a sensor optimized for maximum sensitivity over a narrow spectral range. 

2.1.1 Motivation for Using ATR-SEIRAS 

Following the above review of surface-enhanced vibrational techniques, it is important to 

address why ATR-SEIRAS is worth studying. For a commercial sensor designed for a particular 

analyte, surface plasmon resonance (SPR) offers much improved sensitivity and selectivity. In 

terms of absolute detection limits, SEIRAS cannot compete with the single-molecule detection 

limits offered by surface enhanced Raman spectroscopy (SERS). 

The largest advantage offered by ATR-SEIRAS is its combination with electrochemistry 

for the spectroscopic observation of the electrode-solution interface. Spectra can be collected while 

potentials are applied to the electrode and the signal collected is largely confined to molecules 

adsorbed on the electrode surface. The characteristic vibrational peaks offer excellent selectivity 

and provide a high degree of confidence for molecular identification. Quantification of adsorbed 

molecules is certainly challenging due to the variable nature of the substrates, however it is 

possible.12 Unlike SPR which essentially just provides a binary response (has the SPR angle shifted 

or not), SEIRAS can provide information regarding the structure of the interface, such as the 

orientation of adsorbed molecules.13 

The advanced nanoantennae structures used in resonant spectroscopic techniques are well-

described by finite difference time domain (FDTD) and similar computational methods, but are 

not easily applicable to extensive, difficult to mesh structures utilized as ATR-SEIRAS substrates. 

The motivation for the work presented here is to assess the explanatory power of EMA as applied 

to the less well-defined substrates which are widely used in electrochemical ATR-SEIRAS, in 

particular, metals electrodeposited onto CMOs. This EMA-based model aims to guide the 

development and optimization of films using electrodeposition and nanoparticle film deposition 

techniques, which offer a greater degree of control of the film properties relevant to ATR-SEIRAS 
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compared to the historically used techniques of physical vapour deposition (PVD) and electroless 

deposition. 

2.1.2 Modern Approaches in ATR-SEIRAS 

Traditionally, metal enhancing films have been produced by PVD techniques such as was 

used by Hartstein et al.14 in the first report of SEIRAS. Since Miyake et al15 published an 

electroless deposition procedure for Au films onto a hydrogen-terminated Si surface, this has also 

become a popular technique. Producing a robustly adhered film that exhibits enhancement is a 

significant challenge. These traditional methods suffer from significant inherent variability in the 

resulting films, even with rigorous adherence to a standardized procedure. Unfortunately, there is 

currently no way of assessing if a particular film will exhibit enhancement prior to using it and 

empirically testing its optical response. If the film is SEIRAS-inactive, electrochemically 

annealing the film (cycling the applied potential in the presence of molecules which weakly bind 

to the metal) can re-texture the surface,16 but success in SEIRAS activation is not guaranteed. 

Furthermore, traditional SEIRAS films are notoriously fragile, with delamination being the most 

common failure mode. Metals have poor wettability on common IRE materials, such as Ge17 and 

Si18, which allows for the formation of metal islands, but yields delicate films. Delamination is 

exacerbated by applying highly reducing potentials. The evolution of hydrogen bubbles stresses 

the film and creates buoyant forces which lift the film off the IRE. Long term stability is poor, 

especially with extended aqueous contact, such as the electrolyte used during a typical 

electrochemical experiment. Scrupulous cleanliness is required to successfully deposit films. 

Using adhesion layers is not possible for electroless deposition which uses HF to etch the Si 

surface. For vacuum-deposited films, the use of adhesion promoters such as Ti, Cr, and W19 often 

causes the metal overlayers to be too smooth, which completely suppresses all enhancement.17  

Another approach to deposit a SE film involves synthesizing a suspension of nanoparticles 

and depositing them as a thin film on top of the principal reflecting plane. This approach has been 

utilized for external reflection techniques for several decades, for example glassy carbon electrodes 

can be decorated with metal nanoparticles,20 but this approach has not been utilized extensively 

for ATR-SEIRAS until recently.21,22 Synthesizing nanoparticles ex-situ and then depositing them 

as a film expands the range of particle morphologies considerably as there is a great variety of 

solution syntheses for obtaining specific shapes and sizes of metallic nanoparticles. Surfactants 
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and capping agents are often used during the synthesis to keep the particles suspended and 

removing these protective molecules so that the target analyte can adsorb to the particles presents 

a challenge. If electrochemical control is desired, the particles can be drop-cast onto a transparent 

conducting oxide film, such as a CMO which will act as the electrode. This is a considerable 

advantage since a much larger range of particle loadings can be utilized. With sputtered or 

electrolessly deposited films, the density of gold must be sufficient such that the film is continuous 

and is conductive enough to behave as an electrode. This requires that the composite film has a fill 

factor beyond the metal-insulator transition such that the metal islands are largely connected. At 

these fill factors, the performance of the film declines from its optimal enhancement, and 

absorption losses from the metal become more pronounced. To reiterate, the film must perform 

two functions: 1) act as a conductive electrode and 2) confine the EM fields and provide the 

electromagnetic field enhancement. By introducing an underlayer, the roles can be separated, and 

the overall performance improved. The underlayer can be designed to provide suitable 

conductivity while maintaining sufficient IR transparency. Furthermore, the textured metal film 

can be optimized to maximize enhancement while yielding acceptable spectral line shapes, without 

any concern about its conductivity. The adhesion of some CMOs to Si IREs is extremely good,3 

which improves the reliability of this approach compared to all-metal films and relaxes the 

cleanliness requirements. 

A great variety of nanoparticle shapes have been used for SEIRAS including rods,23 stars,24 

and cubes.25 Particles can be encapsulated with a dielectric shell as is done in SHINERS26 so the 

fill factor can be increased without the particles agglomerating into a single conductive unit. There 

are a number of options to deposit suspended nanoparticles into ordered thin films.27 If 

homogeneous particles are used, some deposition techniques create large domains of well-defined 

arrays which are easier to characterize and model and provide less substrate-to-substrate 

variation,28 facilitating quantification over traditional vacuum or electrolessly deposited substrates 

which are notoriously variable in their sensitivity.17 Simple drop-casting is an option,24 and while 

some domains can exhibit excellent ordering, the “coffee ring effect” often prevents long-range 

ordering on the scale of several square millimetres. Langmuir-type techniques make use of the 

interfacial surface energy and smoothness of a liquid’s surface to enable self-assembly of protected 

metal nanoparticles.29 The films can be transferred from the liquid interface onto a solid support 
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by drawing the substrate through the film or by draining the liquid below the level of a submerged 

substrate.   

In recent years, preparing surface-enhancing films by metal deposition on top of CMOs 

has emerged as a viable substitute to more traditional films deposited directly on IREs. As will be 

discussed at length in subsequent sections, ATR-SEIRAS has not historically relied upon sharp 

plasmonic resonances to obtain its moderate (generally in the range of 10-103) enhancement 

factors. Instead a broadband enhancement is obtained largely as a result of confining the electric 

field of the evanescent wave to very short region of space around the metal film,30 along with the 

chemical enhancement effect (section 2.1.4.1). This means that the identity of the metal is not 

nearly as important as in SERS, where substrates are limited to “plasmonic metals”, largely Ag 

and Au, which exhibit localized surface plasmon-polaritons (LSPPs) at optical wavelengths where 

Raman excitation lasers operate. Many metals have been used as enhancing layers for SEIRAS 

including Fe,31 Ni,32 Pb,33 Pt,34 and Sn35 among others.  

Electroreduction of metal salt precursors to metallic films using a CMO electrode offers a 

convenient method to deposit a wide variety of metals. This has a number of advantages. First, the 

wettability of metals on common IRE materials is very poor. Although this has been exploited as 

a texturing method by "dewetting" (heating to increase the mobility of the metals and allowing 

surface tension to cause the film to bead up), it is generally a disadvantage due to the poor 

mechanical stability of the films. By contrast, CMOs generally have excellent adhesion to IREs 

(e.g., In2O3 on Si/SiO2) and moderate adhesion to metals and thus act as a bonding agent to adhere 

the metal to the IRE. As per their name, CMO films are conductive and will therefore electrically 

connect the metal particles when utilized as an underlayer. This enables a much wider range of 

metal densities to be used, while still operating as a continuous electrode. Even sparsely loaded 

films which are well below their percolation threshold, can be charged as a single electrode. The 

CMO layer also enables the possibility of electrodeposition of metallic films by reduction of metal 

salt precursors. Films produced by electrodeposition allow for much more control over the 

morphology and are generally less smooth (and therefore more enhancing) than films prepared by 

sputtering. Shape-directing ligands can be used to selectively adsorb onto specific crystallographic 

facets, hindering growth along those axes, enabling the exclusive growth of a particular shape.36 



12 

 

Also noteworthy are graphene-based substrates whose SPP modes may be tuned by chemical 

doping.37 

2.1.3 Spectral Line Shapes 

Absorbance spectral line shapes deviating from the ideal Lorentzian are widely reported in 

the literature for surface enhanced vibrational spectroscopies,7,38,39 and a useful model should be 

capable of predicting this phenomenon. Non-Lorentzian lineshapes have been called “anomalous 

line-shapes” and range from slightly asymmetric to bimodal to fully inverted. Numerous 

explanations have been provided in the literature,20,38,40 but it is important to recognize that no new 

phenomena need to be invoked to account for this behaviour: it is simply a consequence of the 

presence of an absorbing film on a moderately reflecting substrate. Perhaps the most complete 

account explaining the cause of the unexpected line shapes was provided in the early 2000’s by 

Pecharroman et al.40,41  In order to gain some intuition, they constructed the simplest system which 

could still replicate the observed behaviour. As their interest was in explaining results from 

external reflection geometry experiments, they used a three-layer system of: 1) air, 2) metal 

nanoparticle film, and 3) a conductive backing layer. To calculate a differential reflectivity 

spectrum, two reflectivity spectra are calculated with all the same parameters except the 

permittivity of the composite, which changes upon adsorption of the analyte. Two different 

scenarios are discussed: when the backing layer is a highly IR-reflecting, metallic electrode and 

when it is a moderately reflecting electrode, such as glassy carbon or graphite. In the case of 

moderately reflecting electrodes, Pecharroman et al. demonstrated, using the Fresnel equations, 

that the adsorption of a molecule onto the nanoparticle film may cause an increase in the 

reflectivity of the interface due to the change in the permittivity of the composite layer upon 

adsorption. Furthermore, under conditions relevant to a surface-enhancing experiment, even pure 

metal electrodes can be made to be poorly reflective. Smooth bulk metal surfaces, such as polished 

electrodes, are known to not exhibit any significant enhancement.15 To obtain an enhancing 

surface, the electrode surface may be roughened, for example by the well-known process of 

"platinizing" a platinum electrode.7 By electrodepositing Pt on the electrode, a textured film of 

nanoparticles develops on the surface. This provides the conditions for surface enhancement (high 

local electric fields at the metal surface), but it also causes the surface to become significantly less 

reflective, enabling the appearance of asymmetric spectral lineshapes.  
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The discussion in Pecharroman et al. was limited to the external reflection geometry, and 

was not extended to ATR-SEIRAS, where the principal of total internal reflection is used as 

opposed to external reflection from a bulk metal electrode. The Au-nanoparticle films supported 

on conductive metal oxides studied in the course of this work should be considered as moderately 

reflecting, and as such they visually appear significantly duller than bulk gold. Therefore, the 

conditions of maximal enhancement (highly textured surface with small interparticle separation) 

are precisely the same conditions under which bimodal and inverted line shapes are expected to 

occur. 

2.1.4 SEIRAS Enhancement Mechanisms 

The mechanism of enhancement in SEIRAS has been debated at length in the 

literature,38,40,42,43 and a complete explanation has not been fully developed. Broadly, accounts for 

the enhancement are separated into two main categories: chemical and electromagnetic. Both are 

active in any enhancing surface, although the dominant mechanism depends on the morphology of 

the surface. 

2.1.4.1 Chemical 

The enhancement provided by the poorly defined roughened metal surfaces commonly 

used by electrochemical ATR-SEIRAS practitioners is likely best attributed to chemical 

enhancement. The chemical mechanism emphasizes the change in polarizability of a metal particle 

upon the adsorption of some analyte. This change in polarizability causes a change in the 

permittivity of the composite metal film and the change is most pronounced at resonant vibrational 

frequencies of the analyte. IR absorption by a material implies anomalous dispersion in its 

permittivity function in the spectral region of the absorption (
𝛿𝜖

𝛿𝜔
< 0). This perturbs the 

polarizability of the metal particles most strongly at the absorption frequencies of the analyte, so 

the SEIRAS spectrum has absorption features corresponding to the spectrum of the analyte. 

Effective medium theory has proven to be a highly informative approach in modelling the changes 

in polarizability upon adsorption.44 

2.1.4.2 Electromagnetic Mechanism and Plasmons 
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The electromagnetic explanation invokes surface plasmon-polaritons (SPPs) and the 

corresponding high local field strengths around metal particles as the reason for enhanced IR 

signals (see detailed discussion in Section 2.7). By Fermi’s Golden Rule, the probability of a 

photon-induced transition between vibrational eigenstates is proportional to the square of the 

electric field amplitude, and increased absorption seen in surface-enhanced spectra is accounted 

for by the increased electric field strength. Pointy, high aspect ratio structures create especially 

large field strengths by the “lightning-rod” effect, which concentrates the electric field in a small 

region.45 Gaps between adjacent particles are hotspots which account for large portions of the 

observed signal.46 Researchers working with "resonant" surface enhanced IR scattering 

(sometimes denoted SEIRS in comparison to SEIRAS) use well-defined structures produced by 

metal deposition through two-dimensional arrays of polystyrene beads (colloidal lithography) or 

electron beam lithography which have sharply defined resonance positions. Near-field effects are 

dominant in these resonant nanoantennae, where the scattered fields cause enhancement which 

falls off with a distance to the fourth power dependancy.47 Finite difference, time-domain (FDTD) 

numerical approximations to Maxwell’s equations can be applied to such geometrically well-

defined systems and allows field strength maps to be calculated around particles. High field 

strengths are apparent in the immediate vicinity of the particle surfaces where adsorbed molecules 

would be found. The enhancement factors for these carefully engineered structures are typically 

higher (up to 5 × 105 for SEIRS compared to 1 × 103 for the poorly-defined roughened films 

used in SEIRAS),47 however, their spectral range of enhancement is narrower. Scattering scanning 

near-field microscopy (s-SNOM) has been a useful tool to experimentally measure the highly 

localized (sub-diffraction-limited) enhancement of nanoantennae in order to investigate the 

electromagnetic enhancement mechanism.48 In addition to localized and propagating SPPs, there 

has recently been growing interest in investigating a plasmonic mode related to the bulk plasmon 

which may be excited for very thin conductive films.49 The potential role of these three different 

types of SPPs in the CMO-based ATR-SEIRAS substrates is also explored in this thesis. 

2.1.5 Approach to Address Open Questions in ATR-SEIRAS 

In light of the above introduction to surface-enhanced spectroscopy, it is clear that while 

the field is very broad, there is still much to be investigated and interpreted. The surface-enhanced 

vibrational spectroscopy community has placed much emphasis on the level of enhancement 
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provided by different surfaces and focused much of its attention on the empirical-based 

development of ever more enhancing substrates. Somewhat less attention has been directed into 

understanding the anomalous spectral line shapes and obtaining a firmer theoretical basis to guide 

the development of better substrates.  

Irrespective of the enhancement mechanisms operative in ATR-SEIRAS substrates, having 

a model that can predict ATR-SEIRAS behaviour is highly desirable. Such a model should account 

for the observed spectral line shapes. As will be shown in the following sections, the transfer matrix 

method (TMM) combined with an EMA model for the permittivity of the composite film is very 

successful at reproducing experimental results, despite not offering much in the way of assigning 

a clear enhancement mechanism as described in the preceding section. Since many SE 

spectroscopists do not have extensive training in physics, there has not been an easily accessible 

account of how to select, implement and draw conclusions from EMA-based modelling. Finite-

element-based models for determining the response of well-defined substrates are often performed 

using commercial software, and a firm grasp of the underlying math is not required for most 

practitioners. Conversely, numerous researchers have utilized EMA for modelling broadband 

enhancing surfaces, and this thesis aims to describe and review this approach as it pertains to ATR-

SEIRAS. 

 This concludes the background information regarding surface-enhanced vibrational 

spectroscopy in context for the work presented in this thesis. The remaining subsections in the 

background chapter (2.2 to 2.7) will present several topics which may appear somewhat peripheral 

to the motivation presented above, but details of these topics are important to understand the 

modelling approach and analysis. The chart presented in Figure 2-3 demonstrates how each 

background section discussed relates to the broader schema of this thesis. 
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Figure 2-3: Framework locating the background topics to be presented in the following 

subsections. 

2.2 Basic Electromagnetics Background 

As previously mentioned, this thesis requires a familiarity with basic electromagnetic 

theory beyond what is encountered in the training of the average chemist. This section introduces 

the core aspects of electromagnetic theory needed to appreciate the underpinning physics 

associated with the EMA approach and modelling of ATR-SEIRAS systems. 

2.2.1 Classical Electromagnetic Approach 

To consider the physical interactions occurring on a microscopic scale in an ATR-SEIRAS 

experiment is to be faced with an extremely complex multi-body scattering problem from each of 

the constituent molecules. The scale of the problem is insurmountable -- each scatterer has many 

degrees of freedom, and each adds another equation. Rather than attempting to solve the resulting 

system of equations, one can adopt an approach that is analogous to how classical thermodynamics 

foregoes the need to understand the minutia of the individual interactions to describe observable 

macroscopic effects. Electrodynamics is akin to thermodynamics in this approach: experimentally 

accessible parameters are generally macroscopic, but the underlying interactions which cause a 

particular behaviour are microscopic. A collection of gas molecules is most completely described 

by the kinetic energy of each individual molecule, but usually the best that can be measured is the 
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temperature. It is meaningless to ask, "What is the temperature of an individual molecule?", since 

temperature is an emergent, macroscopic property of a collection of molecules. In a similar way, 

the refractive index of a material is an analogous property in electrodynamics. Although the most 

complete description involves interactions on the scale of individual scatterers, the refractive index 

is a useful macroscopic property which describes the system on a scale which allows for the 

development of optical devices which are useful on the "human scale".50 

One might imagine that being able to link the microscopic description with the macroscopic 

one would open the possibility of designing materials on the nano scale which have useful 

properties on the macro scale. Indeed, this is the goal of EMA: to compute the average results or 

"effective" properties on the macroscopic scale, using microscopic parameters to define the 

system, but without having to rigorously calculate the response function for each constituent 

particle. EMAs therefore link the microscopic structure of a system to the observable response of 

that system in a way that can be readily calculated. 

2.2.2 Permittivity and Permeability 

The electrical permittivity and magnetic permeability are a measure of how well a material 

polarizes and magnetizes in response to electric and magnetic fields, and hence govern the 

propagation of electromagnetic waves through that material. The constitutive relations (equations 

2-2 and 2-3) describe the induced fields (displacement field, D and the magnetic flux density, B) 

in terms of the applied fields (electric field, E and magnetic field H). Although the relations appear 

simple, the permittivity and permeability are in general complex quantities. Additionally, the 

permittivity is not a simple scalar, in general.  Real materials are dispersive, which is to say that 

the permittivity depends on the frequency of the applied field. This provides a framework for the 

different spectroscopic techniques. Transitions between various energy states occur at different 

energy levels, and therefore different portions of the EM spectrum are useful in determining 

particular kinds of information. X-rays are at the same energy as of core electron transitions, UV-

Vis deals with valence electron transitions, IR with vibrational transitions and RF with nuclear 

spin transitions. Each of these transitions manifests itself as a change in the permittivity at the 

particular frequency of the difference in energy states of that transition. There are various models 

to describe the permittivity of a material as a function of energy, the most relevant to this work 

being the Drude-Lorentz model (section 2.2.3). 
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Furthermore, for anisotropic materials, the permittivity depends upon the direction of the 

applied field, and therefore it is often given as a 2nd rank tensor (3 × 3 matrix) which acts on the 

3-dimensional E vector. Birefringence and dichroism refer to anisotropy of the refractive index 

and the absorption coefficient, respectively. The physical origin of anisotropy arises from non-

cubic crystal structures or from aligned particles. In certain uncommon materials, the permittivity 

may even be time-variant. For these nonlinear materials, the simple constitutive relations do not 

apply since the permittivity itself is a function of the applied field. 

In this work, the materials under consideration are nonmagnetic, and so it is assumed that 

the relative permeability is unity and is therefore often omitted from various equations for clarity.  

For simplicity, the relative permittivity (equation 2-4) is usually reported, which is a unitless value 

obtained by dividing the true material permittivity by the permittivity in vacuo, 𝜖0. The vacuum 

permittivity and permeability are linked by the fundamental property of the free space impedance 

(equation 2-7). While a material’s permittivity is the fundamental physical property, it is 

convenient to define the complex refractive index, 𝜂, which is frequently a more intuitive 

parameter. For example, the real part of the refractive index describes the ratio of the phase velocity 

of EM waves in a material to the velocity in vacuo.  

𝑫 = 𝜖𝑬 2-2 𝑩 = 𝜇𝑯  2-3 

𝜖𝑟 =
𝜖

𝜖0
 2-4 𝜇𝑟 =

𝜇

𝜇0
 2-5 

𝜂2 = 𝜇𝜖 2-6 𝑍0 = √
𝜇0

𝜖0
 2-7 

2.2.3 Parameters of Electromagnetic Waves 

There are several parameters used to characterize electromagnetic waves and the 

relationship between some common wave parameters are depicted in Figure 2-4. The parameters 

in blue, namely frequency and period, are fundamental properties of a wave which are the same 

regardless of medium of propagation (assuming a linear material). To move between the material-

dependent parameters in grey and the absolute parameters of the wave in blue, it is necessary to 

have some information about the material’s electromagnetic response. This could be the 
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permittivity, refractive index, or phase velocity among others. When a wave travels from one 

medium into another, the frequency (and likewise the period) remains unchanged, although the 

velocity of the wave and the wavelength (and likewise the wavenumber) will change according to 

the relation 𝑓 =
𝑣𝑝

𝜆
, where 𝑣𝑝 is the phase velocity of the wave. The extent to which the velocity 

and wavelength will change depends upon material’s electromagnetic response, which is given by 

the constitutive relations (eqns. 2-3 & 2-4).  

 

Figure 2-4: Relationships between parameters characterizing waves. 

Another common way of describing the frequency of EM waves which is not depicted in 

Figure 2-4 is by the energy of a photon of that frequency. From quantum mechanics, the amplitude 

of an electromagnetic wave can only adopt integer multiples of some minimum amplitude, called 

a quantum. The value of this minimum amplitude depends upon the frequency of the wave, which 

does not change upon refraction. The energy of a photon is proportional to the square of its 

amplitude and is given by: 𝐸 = ℎ𝑓, where ℎ is Planck’s constant.  

2.2.4 Surface Selection Rule 

When measuring molecules adsorbed to conductive surfaces, as is the case in SEIRAS, a 

phenomenon called the surface selection rule applies. An electric charge placed next to a metal 
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will induce an opposite charge in the metal. Although the electric fields are largely confined to the 

surface of the metal, it is helpful to consider this accumulation or deficiency of charge density as 

a point source within the metal with equal and opposite charge to the real charge, at the same 

distance from the interface. This mathematical construct is referred to as an “image charge”, so 

called because it appears as a reflection of the real charge about the metal interface. This applies 

equally to induced and permanent dipoles.  

 

Figure 2-5: Real charges and induced image charges explain the surface selection rule. The 

arrows indicate the direction of the dipole moment vector. 

As can be seen in Figure 2-5, this effect prevents the observation of vibrational modes 

having their transition dipole moment parallel to the interface since the net electric field is 

cancelled by the induced polarization of the metal. Conversely, dipole moments perpendicular to 

the surface are enhanced by the image charges, and so modes involving these moments remain 

observable. The surface selection rule also has implications for the polarization of the incident 

light. s-Polarized light has its electric field vector pointed parallel to the interface, and therefore it 

will excite only the modes which will not be observed, according to the surface selection rule. In 

contrast, p-polarized light has a component of its electric field vector oscillating normal to the 

surface, so it will be able to excite modes that are observable. The fraction of the p-polarized 

component which is normal to the surface is a function of the angle of incidence. At grazing angles, 

the largest fraction of p-polarized light will be effective in exciting surface-allowed modes, while 

at normal incidence, the electric field is entirely oscillating in the plane of the interface, where 

modes are silent. The surface selection rule can be useful in determining molecular orientations by 

observing the relative intensity of various modes of molecules adsorbed on smooth crystal surfaces 

compared to spectra of the bulk material.51 
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By this explanation, one should expect to observe the surface selection rule not only at 

surfaces of metals, but any interface with a conductive material. For materials with a non-

negligible impedance, the image charge may not fully offset the real charge, and so vibrational 

modes that are parallel to the surface may be only partially attenuated. This can be due to 

insufficient charge carrier density which cannot create an image charge of sufficient magnitude to 

match that of the real charge. Alternatively, the charge carrier mobility may not be responsive 

enough to keep pace with the resonant frequency of the oscillation such that the dipole is 

incompletely annulled. 

2.3 Drude-Lorentz model 

To model the optical response of a material, it is clear from the constitutive relation that 

the permittivity of the material must be defined. In this work, the Drude and Lorentz models are 

used to calculate the permittivity of metals and dielectrics, respectively. These permittivities are 

inputs into the effective medium and transfer matrix models to determine the ATR-SEIRAS 

response. The Drude-Lorentz model is also invoked to account for many of the differences 

observed when comparing CMO-supported SEIRAS films to conventional all-metal films. 

2.3.1 Lorentz Model 

The permittivity of a dielectric can be modelled by recognizing that the constituent atoms 

can be polarized by an external field. The field dislocates the electron cloud from its nucleus, 

thereby establishing a dipole which exerts a restoring force on the electron cloud. Therefore, the 

induced dipole behaves as a simple harmonic oscillator. The full derivation is outside the scope of 

this thesis (see Hecht),52 but a brief explanation can provide some intuition. By analyzing the forces 

on the electrons (the massive nuclei are considered to be static), the applied force of the electric 

field is equal to the sum of the acceleration force, the restoring force and the frictional force. 

Taking the Fourier transform provides the frequency response from the time-dependent equation. 

The statistical average of the polarization over all of the induced dipoles allows the material’s 

relative permittivity to be calculated by the Lorentz model (eqn. 2-8), where 𝑁 is the number 

density of electrons, 𝑒 is the fundamental charge,  𝜔0 is the resonant frequency, Γ is the damping 

factor and 𝑚𝑒 is the effective electron mass. Different materials have different affinities for the 

displaced electrons and one method of incorporating this behaviour into the model is to define an 
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"effective electron mass", 𝑚𝑒, to account for the material properties which exert forces on the 

electron and thereby cause it to behave differently than an isolated electron in free space.  

𝜖 = 1 + (
𝑁𝑒2

𝜖0𝑚𝑒
)

1

𝜔0
2 − 𝜔2 − 𝑖𝜔Γ

 2-8 

The collection of constants in parentheses is defined as the square of the plasma frequency 

(eqn. 2-9) which has special significance when considering the properties of metals as discussed 

in the following section. 

ωp = √
𝑁𝑒2

𝑚𝑒𝜖0
 2-9 

2.3.2 Drude Model for Conductors 

Although the Lorentz model was presented as describing the permittivity of dielectrics, 

only a slight modification makes it suitable for modelling electrical conductors. The defining 

feature of a conductor is that its valence and conduction bands overlap, resulting in a partially 

filled band of electrons. These conduction electrons are unbound electrons, which have no 

restoring force, and therefore do not behave as a simple harmonic oscillator. Thus, they have no 

natural resonant frequency. Instead, the electrons are able to be driven at a range of frequencies, 

depending upon the frequency of the externally applied field. To obtain the Drude model (eqn. 

2-10) from the Lorentz model, the ω0 term is set to zero. 

If the spectral region of interest is at low frequency, rather than model all of the higher 

frequency resonances, it is common practice to introduce the term ϵ∞, the permittivity at infinite 

frequency. Each resonance at frequencies above the region of interest will add a DC offset to the 

permittivity, and all of these offsets are combined into the constant ϵ∞. If every resonance is 

modelled explicitly, then ϵ∞ = 1. 

𝜖 =  𝜖∞ −
𝜔𝑝

2

𝜔2 + 𝑖𝜔Γ
 2-10 

In real conductors, as the electrons move through the material, some will collide with other 

particles, dissipating their energy which is the loss mechanism accounted for by the damping 

factor, Γ. Often when referring to metals, it may be more intuitive to express the damping of the 
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oscillation in terms of the relaxation time, 𝜏, which is the average time an electron travels in a 

material before a collision and which is given by 𝜏 =
1

Γ
.  

The plasma frequency is a defining parameter for the optical behaviour of metals. While 

the unbound electrons in a conductor can oscillate at a range of applied frequencies, there is a limit 

to the frequency range that can drive a plasma oscillation. Although small, electrons still have 

some finite mass and correspondingly, inertia, which will resist change to their motion. For low 

frequencies, the electrons can respond instantaneously to the field, but as the frequency is 

increased, the response of the electron cloud lags, and the amplitude of the oscillation is damped. 

The plasma frequency is a measure of the frequency where the optical behaviour of the conductor 

changes. At frequencies well below 𝜔𝑝, the electron cloud completely counteracts the applied 

field, screening the metal's interior from the field. Additionally, the imaginary part of the 

permittivity becomes extremely large at low 𝜔, further preventing the field from penetrating into 

the metal resulting in the very high reflectivity of metals. Microwaves, for example, are perfectly 

reflected off the walls of a microwave oven, confining them inside. For frequencies in the vicinity 

of 𝜔𝑝, the conductor becomes quite lossy. At frequencies much greater than 𝜔𝑝, the electrons are 

not affected by the field. The inertia of the electron is too large to respond at these frequencies and 

the conductor becomes effectively transparent to these high frequency waves.  

2.3.3 Generalized Drude-Lorentz Model for Multiple Resonances 

Real materials have multiple resonances arising from electronic transitions between energy 

states. These transitions are also well-modelled as Lorentz oscillators, although the parameters 

may differ slightly. Each transition contributes another term which can all be summed together to 

give the overall dielectric function (eqn. 2-11). The term 𝐺𝑗 accounts for the relative strength of 

different resonances. 

𝜖 = 𝜖∞ + 𝜔𝑝
2 ∑

𝐺𝑗

(𝜔0,j
2 − 𝜔2) − 𝑖𝜔Γ𝑗

𝑁

𝑗=1

 2-11 

This generalized Drude-Lorentz form is valid for calculating the permittivity of metals, 

including their interband transitions. The unbound contribution is modelled by setting the first 
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resonant frequency to zero. Rather than attempting to determine physically accurate values 

according to the definition of the plasma frequency, reported values are frequently empirically 

determined in the region of interest. The full width at half maximum (FWHM), peak height and 

resonant frequency can be calculated from measured spectra, for each resonance, and there are 

various ways of expressing these parameters in terms of variables into a Lorentz oscillator model. 

For example, the plasma frequency is often omitted in the context of the dielectrics, and its effect 

is rolled into 𝐺𝑗, so care should be taken that the parameters match the specific implementation of 

the model when using literature values.  

2.4 Transfer Matrix Method  

Once the permittivity of a material is defined (for example, by using the Drude-Lorentz 

model), some mathematical construct must be employed to calculate the optical response of the 

material, using the permittivity as a parameter. Determining the permittivity function of a material, 

whether homogenous or composite, is of little use unless experimentally accessible optical 

properties such as reflection, transmission and absorption can be subsequently calculated. For 

systems that are well-described by a stack of thin layers, the transfer matrix method (TMM) is an 

efficient algorithm to calculate these observable spectra when compared to other methods (FDTD, 

etc.). The TMM is a rigorous method, i.e., it is an exact solution to Maxwell’s equations for flat, 

homogeneous films of infinite extent.  

2.4.1 Snell’s Law and Fresnel Equations 

Fresnel53 developed a series of equations governing the behaviour of waves at interfaces. 

The reflection and transmission coefficients bearing his name are complex numbers characterizing 

the reflected and refracted fields (eqns. 2-12 through 2-15). The behaviour of light at an interface 

depends upon the direction of the electric field of the radiation with respect to the interface, which 

is called the polarization state of the light. A common way to express polarization is linearly, with 

respect to the plane of incidence. If the electric field is completely contained within the plane of 

incidence, this is termed parallel or “p-polarized” (equivalently, transverse magnetic or “TM”). 

Conversely, if the electric field is perpendicular to the plane of incidence, this is termed “s-

polarized” (equivalently, transverse electric, “TE”). All other polarization states can be constructed 

from linear combinations of p- and s-polarized states.  
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The directly observable properties, reflectivity, R, and transmissivity, T are purely real-

valued. One point of caution: the symbol eta (𝜂) is used in the literature both as the electromagnetic 

impedance as well as the complex refractive index. In this thesis, 𝜂 always refers to the complex 

refractive index. 

𝑟𝑝 =
𝜂𝑖 cos 𝜃𝑡 − 𝜂𝑡 cos 𝜃𝑖

𝜂𝑖 cos 𝜃𝑡 + 𝜂𝑡 cos 𝜃𝑖
 2-12 𝑡𝑝 =

2𝜂𝑖 cos 𝜃𝑖

𝜂𝑖 cos 𝜃𝑡 + 𝜂𝑡 cos 𝜃𝑖
 2-13 

𝑟𝑠 =
𝜂𝑖 cos 𝜃𝑖 − 𝜂𝑡 cos 𝜃𝑡

𝜂𝑖 cos 𝜃𝑖 + 𝜂𝑡 cos 𝜃𝑡
 2-14 𝑡𝑠 =

2𝜂𝑖 cos 𝜃𝑖

𝜂𝑖 cos 𝜃𝑖 + 𝜂𝑡 cos 𝜃𝑡
 2-15 

𝑅 = |r|2 2-16 𝑇𝑝 = 𝑅𝑒 (
𝜂𝑓

∗ cos 𝜃𝑓

𝜂0
∗  𝑐𝑜𝑠𝜃0

) |𝑡𝑝|
2
 2-17 

  𝑇𝑠 = 𝑅𝑒 (
𝜂𝑓 cos 𝜃𝑓

𝜂0 𝑐𝑜𝑠𝜃0
) |𝑡𝑠|

2 2-18 

2.4.2 Propagation Matrices 

The above Fresnel equations are useful for calculating the behaviour of the interface 

between two materials, but in the case of ATR-SEIRAS, the coated IRE consists of multiple layers. 

Abeles54 first developed a transfer matrix formalism to allow for the simple and rapid calculation 

of stratified layers with multiple interfaces. As is discussed in section 2.2.2, anisotropic materials 

have different permittivity values along its axes. This requires a more sophisticated transfer matrix 

formalism, such as provided by Passler and Paarmann,55 however anisotropy was not required to 

model the ATR-SEIRAS substrates in this work. 

2.5 Percolation Theory 

Percolation theory is a method of describing phase transitions of a geometric network. This 

is relevant to this work since ATR-SEIRAS films are composites of metallic and insulating 

particles whose overall character may be either metallic or insulating depending upon the relative 

proportions of the particles. Percolation theory provides a framework for understanding the metal-

to-insulator transition of a composited material purely through geometric considerations. The topic 

of percolation theory is extensive, but a few concepts relevant to this work bear discussion. One 

can consider a SEIRAS metal island film as a 2D lattice, where each lattice site is either void or is 
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occupied by the metal. A primitive model to populate the lattice sites could be to randomly occupy 

each site with a probability, 𝑝, and then examine the properties of the resulting film. The 

conductivity of the film could be measured by placing the probes of an ohmmeter on opposite sides 

of the lattice. At low fill factors, the film will behave as a dielectric, as there is no current path 

between the probes. As 𝑝 is increased, the film will continue to be insulating until a continuously 

occupied path from one side to the other develops. At this point the conductivity will jump 

significantly, and this value of 𝑝 is called the percolation threshold, 𝑝𝑐, because the film is said to 

percolate above this probability. For materials with highly contrasting electronic properties, there 

is only a narrow range of 𝑝 where the property of the effective medium is intermediate to the 

individual properties. Typically, the effective property is dominated by one of the materials, and 

the process is analogous to a phase transition. One of the characteristic parameters of such a system 

is the probability that any occupied site is a part of a “spanning cluster” i.e., one that spans the 

entire length of the lattice. This probability is called 𝑃∞ and it can be calculated by 𝑃∞ =

ሺ𝑝 − 𝑝𝑐)
𝛽. Perhaps the most significant insight of percolation theory was identifying that the 

critical exponent, 𝛽, is a constant and it does not depend on the type of lattice chosen. Other critical 

properties exist whose behaviour scales with some critical constant. 

One useful application of percolation theory to EMAs was provided by Brouers et al.56 

using the critical exponents for conductivity and superconductivity obtained from the literature. 

These exponents are constants, independent of material properties or a system’s geometry, and 

depend only upon the dimensionality of the system, so they can be obtained from even highly 

dissimilar systems. The optical threshold, defined as the fill factor, 𝑓, where the real component 

of the dielectric constant equals zero, can be recalculated using these critical exponents which 

allows for deviation from the expected threshold of 𝑓 =
1

3
 to better match the data.  

In 1987, Berthier et al.57 proposed a “space renormalization” procedure in order to better 

match the simple morphologies modelled by classical EMAs to the actual complex shapes of 

metal-insulator composites. By thresholding a TEM image, a binary map of the sites occupied by 

dielectric and metallic particles is obtained. To account for the features occurring at both low and 

high spatial frequency (micro- and macro-geometry) an iterative approach is used. A grid having 

cells containing four pixels (2 x 2) is overlaid on top of the binary map. An effective medium is 

used to calculate the average permittivity of the cell, and thus a down sampled image is 
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constructed. Another grid is overlaid atop the down sampled image and the process is repeated 

until the image is reduced to a single pixel representing the entire field of view. The value obtained 

for this single pixel is the effective permittivity of the medium. This approach is reported to model 

accurate percolation thresholds, independent of the inherent percolation threshold normally 

associated with the basic EMAs, and had been successfully applied to textured metal films similar 

to those used in surface-enhanced spectroscopy.58 

2.6 Effective Medium Approximations 

As alluded to in prior sections, EMAs model the permittivity of a layer composed of two 

or more materials each having a unique permittivity. The permittivity of the component particles 

may be defined by the Drude-Lorentz model, or by tabulated empirically derived values as a 

function of frequency. The roughened surfaces used in SEIRAS can be treated as composites of 

metal, electrolyte, and analyte. EMA only considers a single particle in isolation and accounts for 

the contribution of the other particles as an effectively homogenous medium. The earliest EMAs 

assumed only spherical particles and isotropic permittivities, but later modifications extended the 

theory to ellipsoidal inclusions and allowed for anisotropic permittivities arising either from 

component particles of inherently anisotropic materials or through geometric means by way of 

preferential orientation of ellipsoidal particles. The fundamental assumption of EMAs is that the 

spatial particle distribution is random rather than clustered such that the local field that each 

particle experiences is equal to that experienced by any other particle.59 A second assumption is 

that the particles are sufficiently small as to be ideally polarized dipoles without higher order 

modes.50 

The EMA approach is sometimes called mean field theory because it approximates the 

effect of long-range particle coupling (the far field) by averaging. This is not the full picture of 

what is physically happening in a SEIRAS film, but it is a reasonable approximation for roughened 

metal-island films. A major limitation of EMA is that it does not account for the near field particle 

coupling, so the enhancement provided by any scattering particles that behave as plasmonic 

antennae will not be modelled explicitly. For large interparticle distances, this is likely not too 

significant, but as the fill factor is increased, the error has been reported to invalidate even 

qualitative results.60 
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A note on terminology: in the 1970s literature, EMA or effective medium theory (EMT) 

often refers exclusively to Bruggeman’s model or derivatives thereof. In this work, EMA is a 

general term referring to a family of models for the effective properties of a composite medium 

which account for the far field interactions of particles, and which have no particular relation to 

Bruggeman's formalism. Table 2-1 summarizes the various abbreviations which have been applied 

to some common EMAs and provides the relevant equations for comparison.  

When searching the literature, it is helpful to recognize that EMAs are used in several 

domains, and although the terminology may differ, the underlying mathematics is applicable 

across disciplines. EMA has been applied to calculate a variety of effective properties: 

conductivity, permittivity, permeability, and elastic modulus. Generally, the expressions for one 

property are valid for calculating the others. Therefore, it is possible to take an expression for 

effective conductivity and replace all of the 𝜎 for 𝜖 to arrive at a valid EMA expression in terms 

of permittivity. 
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A brief overview of the Maxwell-Garnett and Bruggeman models is provided here since 

they are the most common in the SE spectroscopy literature, but many others have been developed. 

Although not utilized in this work, it is important to first address the most substantial development 

in the domain of EMAs in the past 50 years. In 1978, Bergman published a paper69 linking all 

possible EMAs in a unified format. Going beyond simple geometric models, Bergman developed 

a much more generalized approach by using spectral density functions. However, the spectral 

density function cannot be parameterized in terms of basic morphological parameters, except in 

“simple” cases where the Bergman representation converges with the classical effective medium 

models using known mixing rules,70 so the Bergman representation has not been utilized in this 

work. 

2.6.1 Maxwell-Garnett 

The major advantages of the Maxwell-Garnett (MG) model are its simple formulation and 

rapid execution speed. MG is linear with respect to the effective permittivity and does not present 

any physical root selection problems. MG defines one of the particles as the medium and the rest 

of the particles as inclusions in this medium. The resulting properties of the effective medium 

depend upon which medium is considered the host; for this reason, it is labelled as a non-symmetric 

EMA. This is to say that the effective properties of a medium containing inclusion particles with 

a certain volume fill fraction, 𝑓, will not give the same result when the particles are designated as 

the medium and the medium material is designated as the particles having a volume fill fraction 

1 − 𝑓. One major limitation of the MG model is its complete inability to predict a percolation 

threshold (except in the trivial cases of 𝑓 = 0 and 𝑓 = 1). Nonetheless, it has been successfully 

applied to model plasmonic metal films71 and under some applications provides better 

experimental agreement than more complex or physically accurate models,72 although it will not 

provide any insight into metal-insulator transitions. 



31 

 

 

Figure 2-6: Comparison of Bruggeman and Maxwell-Garnett models for a simple Au/H2O system 

at 1000 cm-1. The Maxwell-Garnett model fails to predict a nontrivial percolation threshold, where 

the percolation threshold at 𝑓 = 0.33 is apparent in the Bruggeman model. 

2.6.2 Bruggeman 

As presented in this work, the Bruggeman formalism is a symmetric EMA and there is no 

arbitrary distinction of host particles and medium particles. As is shown in Figure 2-6, the 

Bruggeman model exhibits a metal-insulator transition at approximately 𝑓 = 0.3. In the basic two-

phase Bruggeman model, the percolation threshold appears at the depolarization factor of the 

particle. For isotropically-shaped particles, this is simply the reciprocal of the dimensionality: for 

circles (2D) percolation occurs at 𝑓 =
1

2
 while for spheres (3D) the transition occurs at 𝑓 =

1

3
. This 

is reasonably close to the results obtained by percolation theory for 2D, but incorrect for 3D. 

Further extensions of the model such as multiple particles with different shapes, or core-shell 

structures may shift the position of the transition, but it is a limitation of the model that the 

percolation threshold does not perfectly agree with known experimental data and other percolation 

models.  

2.7 Plasmonic Enhancement Mechanism 

Resonant SE spectroscopy utilizes structures with sharply defined resonances well-

described as plasmonic resonances. Plasmons have also been invoked to explain SEIRAS, but the 
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language used is often loose and does not follow strict definitions. Although it is part of the 

electromagnetic enhancement mechanism discussed in section 2.1.4, an overview of plasmons and 

a discussion on how they are potentially applicable to the CMO-Au SEIRAS substrates used in 

this thesis merits the following section. 

2.7.1 Bulk Plasmons and Epsilon Near Zero Modes 

Plasmons are quasiparticles arising from the collective oscillation of charge carriers 

(generally, conduction band electrons). It is important to appreciate the difference between the 

plasma oscillations described by the Drude model (equation 2-9) and an actual plasmon, as the 

word "plasmon" is frequently misapplied according to its strict definition. When an EM wave 

encounters a conductive medium, the charge carriers in the medium will experience a force and 

will move such that an opposing field is created which counteracts the incident field. This 

interaction is responsible for the reflectivity of metals; however, this does not constitute the 

excitation of a plasmon. The plasma oscillation that occurs by irradiating metals with frequencies 

lower than the plasma frequency, 𝜔𝑝, (eqn. 2-9)  has no resonant frequency and it is driven at the 

frequency of the radiation. Unbound electrons in the vicinity of the photon will screen the rest of 

the metal from experiencing the field, and so the plasma oscillation will be confined to the surface 

of the illuminated region. Conversely, bulk plasmons are charge oscillations which only occur at 

a characteristic resonant frequency. Although any individual conduction band electron has no 

restoring force, when considering an entire block of material, there is an emergent property of the 

system which appears as a restoring force for the collection of conductive electrons, when treated 

as a single entity. When an external field is applied, the unbound electrons will experience a force 

and be displaced from the mean position of the lattice. The negatively charged electron cloud that 

is dislocated with respect to the positively charged lattice of nuclei behaves as an induced dipole, 

and for a perfect conductor, the polarization of this dipole will exactly cancel out the external field. 

If the external field could be turned off instantaneously, the displacement field would still exist 

due to the polarization of the metal, and the electrons would experience a force from this field 

driving them to their "equilibrium" position and then cause them to overshoot. This collection of 

electrons will oscillate at the metal’s characteristic plasma frequency, ωp. 

Bulk plasmons are longitudinal charge oscillations (the oscillation direction is colinear with 

the direction of propagation). Conversely, electromagnetic waves are transverse waves (the 
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oscillations are perpendicular to the wavevector.)  For this reason, it is not possible to excite a bulk 

plasmon optically since the photon cannot transfer its momentum to the plasmon (at least not at 

normal incidence).73 Certain obscure anisotropic metamaterials with negative real permittivity in 

one direction and positive real permittivity in the other direction enable the optical excitation of 

bulk plasmons,74 but these conditions are not relevant to the isotropic substrates in this work. 

The plasma frequency in the Drude model is the frequency at which a bulk plasmon may 

occur, and it also is the approximate transition point in the behaviour of the metal: below 𝜔𝑝 typical 

metallic reflection occurs, and well-above 𝜔𝑝 it approaches the behaviour of a vacuum (𝜖 = 1 +

0𝑖). Thus it is possible to determine the plasma frequency from reflectivity spectra (section 5.1), 

even though no plasmon is excited during such a measurement. 73 

Although it is not possible to excite a bulk plasmon optically, when a conductor is made 

into a film much thinner than the skin depth, there is a plasmon resonance related to the bulk 

plasmon which may be observed spectroscopically.  As discussed above, the bulk plasmon is an 

oscillation that arises independently of any external field. By the constitutive relation, 𝑫 = 𝜖𝑬, it 

can be seen that the displacement field is independent of the external field when 𝜖 = 0. Indeed, 

this is the result of the Drude model (eqn. 2-10) when the frequency of the external field is equal 

to the screened bulk plasma (SBP) frequency, 𝜔𝑆𝐵𝑃 =
ωp

√𝜖∞
. When a Drude conductor is made into 

a very thin film, opposite charges develop on the surfaces of the film and oscillate at the screened 

bulk plasma frequency. The charge distribution resembles a parallel plate capacitor and 

accordingly, this resonance has been occasionally called a capacitive plasmon resonance. If the 

permittivity of the material in the gap between the plates of the capacitor is close to zero in the 

frequency range where the plasmon can be excited, this capacitive mode is called an epsilon-near 

zero (ENZ) plasmon resonance. The surfaces need not be smooth planes; these modes are observed 

even on highly rough surfaces where it is theorized that particulates behave as separate 

capacitors.75 ENZ modes are typically not relevant for smooth layers of Ag and Au since any 

possible ENZ mode is dwarfed by interband transitions.76 However, CMOs do not have such 

transitions, and are “better metals” (as described by the Drude model) for observing ENZ plasmon 

resonance. ENZ modes can be observed as a dip in the p-polarized reflection spectrum, however, 

since it is often not experimentally feasible to obtain a reference spectrum in the absence of the 

conductive film, it is common to report the ratio of p- to s-polarized spectra since the s-polarized 
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spectrum is relatively featureless. The intensity of the excitation depends upon the angle of 

incidence to the p-polarized light since the component of the electric field transverse to the film 

capable of exciting the ENZ mode is highest at grazing incidence and zero at normal incidence. 

However, in contrast to propagating surface plasmon-polaritons (PSPPs) which will be discussed 

below, the excitation frequency of an ENZ mode does not depend on the angle of incidence, which 

can be used as an identifying characteristic. This fact can be appreciated by considering that, 

because the real permittivity is near zero (changing from positive to negative), the wavevector is 

also near zero and changing from real to complex since the wavevector is proportional to the square 

root of the permittivity. ENZ modes and PSPPs cannot both be fully expressed under the same 

conditions. With extremely thin films, ENZs dominate while PSPPs can be excited for somewhat 

thicker films where ENZ modes are quenched.  

2.7.2 Polaritons 

Plasmons can only be a relevant explanation of the enhancement in SEIRAS if they are 

capable of being excited by infrared light. A photon passing into condensed media (𝜖 ≠ 𝜖0) can 

interact with the electrons in the material, and this interaction causes the EM wave to behave 

differently than it does when it is travelling in free space. For example, an EM wave inside a 

medium does not travel at the speed of light. One framework to account for the different behaviour 

is to strictly define a photon as travelling exclusively in free space. A theoretical quasiparticle 

called a polariton can be constructed for a quantum of electromagnetic filed inside a medium which 

accounts for the superposition of the source fields and the medium response. When the photon 

enters a medium, it ceases to be a photon, and it becomes a polariton. The properties of a polariton 

are different from that of a photon travelling in a vacuum, for example the polariton has mass, 

causing it not to travel at c, the speed of massless particles.77 If a polariton can couple with a 

plasmon, the resulting plasmon-polariton may provide an enhancement mechanism relevant to 

SEIRAS.  

2.7.3 Surface Plasmon-Polaritons 

Plasmons can couple with polaritons only when the wavevectors of the two quasi-particles 

match, a condition called momentum matching. The wavevector is a vector quantity where the 

magnitude is the angular wavenumber, |�⃗� | = 2𝜋𝜈 (𝜈 is the linear wavenumber inside the medium), 
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and the direction of the wavevector is the direction of propagation of the wavefronts, which is the 

same direction as the flow of power for isotropic media. Frequently, a relationship, called the 

dispersion relation, is constructed to express the wavevector of a wave as a function of frequency. 

Typically this analysis is limited to only the real part of the wavevector, which is the in-phase 

component.78 The wavevector of a wave is a function of its energy (frequency) and the permittivity 

of the media involved. The dispersion relation of a mode allows the wave vector to be calculated 

for that mode as a function of frequency. Expressions for the component of the wavevector parallel 

to both the plane of incidence and the interface (defined as the 𝑥-component here) are provided in 

equations 2-19 to 2-21. 𝜖𝑑𝑖 and 𝜖𝑚𝑒𝑡 are the permittivities of the dielectric and the metal and 𝜃 is 

the angle of incidence. Inspection of equation 2-21 shows that at a characteristic frequency, where 

the permittivity of the metal equals the negative of the permittivity of the dielectric, the x-

component of the SPP obtains very large values. This characteristic frequency is known as the SPP 

frequency and for a Drude-modelled metal is given by: 𝜔𝑆𝑃𝑃 = √
𝜔𝑝

2

𝜖∞+𝜖𝑑𝑖
 . Figure 2-7 plots the 

wavevectors for various modes as a function of frequency, normalized by the plasma frequency. 

Photon in infinite 3D media (polariton) 𝒌𝒙 =
𝜔

𝑐
sinሺ𝜃)√ϵ 2-19 

Bulk plasmon 𝒌𝒙 =
𝜔

𝑐
√𝜖∞ −

𝜔𝑝
2

𝜔2
 2-20 

Surface plasmon-polariton 𝒌𝒙 =
𝜔

𝑐
√

𝜖𝑚𝑒𝑡𝜖𝑑𝑖

𝜖𝑚𝑒𝑡 + 𝜖𝑑𝑖
 2-21 
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Figure 2-7: Dispersion relations for: x-component of a polariton in Si prism at 45 degrees AOI 

(blue); photon in vacuum (orange); Surface plasmon-polariton (SPP) mode at Au-air interface 

(green); bulk plasmon of Au (red). The real component of wavevector is shown on the left, and the 

imaginary component on the right. The bulk plasma frequency is marked with a dashed line and 

the SPP frequency with a dotted line. Propagating SPPs may be excited at lower frequencies than 

ωSPP while whereas localized SPPs may be excited between ωSPP and ωp. 

In order to excite a propagating surface plasmon polariton, the momentum-matching 

criterion must be strictly satisfied, that is, the 𝑥-components of the polariton and the surface 

plasmon polariton must be equal. Propagating surface plasmons occur by the oscillation of charge 

density across the interface, which implies one further limitation: they can only be excited by p-

polarized light since s-polarized light does not have an electric field vector component 

perpendicular to the surface which could drive the oscillation. This is the underlying principle of 

a technique called Surface Plasmon Resonance (SPR): the angle of incidence is swept until the 

wave vector component parallel to the interface matches that of the PSPP mode. When the 

wavevectors match, the polariton couples with the surface plasmon and a large drop in the 

reflectance is observed as the energy is used to drive the SPP and ultimately dissipated as heat. 

Since the permittivity of a metal is frequency dependent, there are in fact a range of angles which 

will satisfy the momentum-matching condition and where SPPs may be excited. Because these 

conditions arise from the dispersion of the metal, as the angle changes, “plasmons” can be found 

in different spectral regions. Figure 2-8 plots the frequencies where the momentum-matching 

condition is satisfied as a function of AOI for the Si/Au interface. 
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Figure 2-8: The PSPP momentum-matching condition for the Si/Au interface. The blue trace plots 

the frequency of the intersection points of  kSPP,Au/air and  kx,Si/Air as a function of angle (e.g., the 

intersection of the green and blue traces in Figure 2-7). This is the frequency of the PSPP 

resonance as a function of angle. In the NIR, PSPPs are only able to be excited very near to the 

critical angle. 

Localized SPPs are another type of “plasmonic” mode. LSPPs confine the electric field to 

an interface and could therefore contribute to the surface enhancement effect observed on hybrid 

CMO-metal ATR-SEIRAS substrates. LSPPs are standing waves of charge oscillation on opposing 

surfaces of a nanoparticle, and unlike PSPPs, they do not propagate. For this reason, there is no 

strict momentum matching condition. LSPPs are most commonly discussed in the context of 

isolated particles and are responsible for the vibrant colours of metal nanoparticle suspensions. 

Essentially, LSPPs can be considered as a more general case of an ENZ mode. Since ENZ modes 

are reserved for describing semi-infinite films, they are akin to LSPP modes, which are limited to 

1-dimension. Both ENZ and LSPP excitations occur at the transition point where the wavevector 

goes from real to complex, which is where the real part of conductor’s permittivity function is near 

zero. Both are independent of AOI, and both involve charge communication across some body of 

conductive material, which becomes impossible when the dimensions become too large. The main 

difference is that ENZ modes can only be excited by p-polarized light, while LSPPs can be excited 

with any polarization because the oscillation can occur in any direction. 



38 

 

 

Figure 2-9: Possible operative plasmonic modes in ATR-SEIRAS experiment involving a layered 

system of Au composite/ITO/Si. 

The various plasmon-polariton modes which could plausibly be responsible for the 

enhancement of a CMO-Au substrate are identified in Figure 2-1. PSPP modes may be supported 

at the interface between a dielectric and a conductor. The interface between the Si prism and the 

ITO layer presents one possible location for a PSPP mode. At high fill factors, the Au composite 

layer is quite metallic, and a PSPP may be supported at its interface with the solution. Additionally, 

an ENZ mode may be relevant when the film is conductive and thinner than its skin depth. 

Alternatively, at low fill factors, the Au composite behaves more like a dielectric and perhaps a 

PSPP could occur between the ITO and the composite layer. Under this scenario, the Au particles 

should be well-isolated and LSPPs might also be operative. Finally, the conductive ITO layer itself 

will have an ENZ mode, which may be a relevant enhancement mechanism depending on its 

plasma frequency. A key aspect of this thesis work is addressing the plausibility of these modes in 

the ATR-SEIRAS enhancement mechanism. To do so requires the ability to extract the permittivity 

functions of the CMO and the composite layer. As will be shown, the successful implementation 

of an effective medium model allows for this analysis. 

This concludes the background section. In summary, a material’s response to an oscillating 

electric field depends on a property called the permittivity. Real materials are dispersive, which is 

to say that the permittivity is a function of applied frequency. One method of calculating the 

permittivity is the Drude-Lorentz model, which can be applied to both metals and dielectrics, 
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depending upon the parameters. The transfer matrix method allows observable spectroscopic 

properties to be calculated from the permittivity of the materials in the system, assuming the system 

is well-described by a stack of homogeneous thin films. ATR-SEIRAS substrates contain a 

roughened metal layer, which is a composite of metallic and dielectric particles, and so cannot be 

directly modelled with the TMM. However, effective medium approximation provides the ability 

to model the composite layer as an effectively homogenized medium, which is a valid approach 

since the constituent particles are much smaller than the wavelengths of interest. Thus, a combined 

EMA/TMM approach will allow for the modelling of ATR-SEIRAS films. This is the approach 

that will be employed in the following chapters.
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3 EXPERIMENTAL METHODOLOGY 

While the most substantial component of the work undertaken for this thesis was the 

implementation of the EMA models (section 4), some experimental work was performed to assess 

the effectiveness of the EMA/TMM approach in describing the behaviour of ATR-SEIRAS 

substrates. 

3.1 Deposition of CMO Thin Films 

Conductive metal oxide films were deposited from 2" diameter ceramic targets of two 

materials: 1) IZO containing 90% In2O3 and 10% ZnO (Kurt J. Lesker); 2) ITO containing 90% 

In2O3 90% and 10% SnO2 (Himet Materials). Both target materials are sufficiently conductive to 

be sputtered using DC power as well as RF. The films were sputtered in a pure Ar plasma by 

applying a constant 30 W of impedance-matched RF power at 13.56 MHz. Using RF power has 

been demonstrated to yield more crystalline films, while DC-sputtered films are more 

amorphous,79 and high crystallinity is advantageous in terms of conductivity and chemical 

resistance. 

Although sputtering can occur under a static pressure of gas, it is common to pump the 

chamber at a high rate and continually introduce inert gas while sputtering in order to flush out 

contaminants and undesirable byproducts which may be produced. These rates are highly 

dependent on the rate of the pump and the size and arrangement of the chamber and vacuum 

fittings. For example, when operating under high vacuum (molecular flow regime), doubling the 

diameter of a vacuum line increases the pump rate by factor of 8.80 The reader is therefore 

cautioned that simply matching the parameters reported here may not result in films of the same 

properties when applied to sputtering equipment having a different vacuum system layout.  

The sputtering unit (MagSput-4G2-RF/DC-HOT-UpG, Torr International, Inc.) was 

custom designed using a variety of commercially available parts. Detailed instructions for 
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operating this equipment are attached as an appendix. A dual-stage rotary-vane pump (Trivac 

D8AC) was used to rough out the chamber. A foreline metal wool trap (Kurt J. Lesker 

TAR4CS100QF) was installed directly on the pump inlet to reduce oil back-streaming. The rotary-

vane pump also served as the backing pump and was connected to the exhaust port of the 

turbomolecular pump (Leybold TurboVac 151) via a ~2 m long KF-25 hose. The turbomolecular 

pump was installed on the rear wall of the vacuum chamber in a horizontal configuration. The 

magnetron sputtering guns (Angstrom Sciences, Inc. ONYX-2IC STD) are suspended from the 

ceiling of the chamber. The chamber (stainless steel cube with 18" edge length) was evacuated to 

a base pressure of 2×10-5 Torr or lower and introduced Ar gas at a flow rate of 2.4 sccm using a 

mass flow controller (UNIT UFC-1200A). This resulted in an operating chamber pressure of 

approximately 2×10-3 Torr. Sputtering was done at ambient temperature (~22 °C) and the time of 

deposition was controlled by a quartz crystal monitor (Sigma Instruments FTM-2000 and SQM-

160). With a target-substrate distance of 8 cm, the deposition rate was approximately 5 nm/min. 

The sample stage was rotated at 10 rpm to improve film uniformity. Following deposition, the 

films were removed from the sputtering chamber and thermally annealed under vacuum in a tube 

furnace (Lindeberg) at 200 °C for one hour which significantly improved the chemical resilience 

of the films and increased their conductivity by approximately a factor of four. The thickness of 

the deposited layers was confirmed by profilometry (KLA-Tencor Alpha step D-120). The sheet 

resistance was measured with a 4-point probe (Lucas Labs S-302-4) and source measure unit 

(Keithley 2400 SourceMeter). 

3.2 Bimodality Parameter and Peak Height 

In order to quantitatively compare the asymmetry of the line shapes, defining a “bimodality 

parameter” and “peak height” is helpful. There is no clear convention in the literature for this task, 

so details are provided here on the arbitrarily selected approach utilized in this work. This method 

will provide a result regardless of significant sloping baselines and is unambiguous for calculated 

(noise-free) data. First, the local maxima and minima are determined (if any) and the midpoint of 

the baseline is calculated as the average of two points equally spaced on either side of the resonant 

frequency. The absolute maximum is the largest of the local maxima and the midpoint, and 

likewise for the absolute minimum. The upward (downward) going lobe is calculated as the 

absolute difference between the maximum (minimum) and the midpoint. The peak height is 
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defined as the sum of the upward and downward-going lobes while the bimodality parameter is 

calculated as the upward-going lobe divided by the peak height. This results in the bimodality 

parameter ranging from 0 (fully inverted peak) to 1 (fully upright) with 0.5 representing equally 

large upward- and downward-going lobes (Figure 3-1). 

 

Figure 3-1: Modelled spectral line shapes for bimodality parameters of 1, 0.5 and 0; all plots are 

normalized to peak heights of unity. 

3.3 Electrodeposition Spectroscopic Data 

To ascertain the range of films that could be produced using electrodeposited Au on CMO, 

a standardized electrodeposition procedure was developed. KAuCl4 (0.12 mM) was pre-mixed 

with NaF (0.1 M) in a large flask which was used for all of the depositions to ensure the Au 

concentration remained constant. 4-Methoxypyridine (MOP) was mixed with 25 mL of this 

electrolyte and purged of dissolved O2 by bubbling Ar for 5 minutes. The concentration of MOP 

was kept at a low concentration (0.1 mM) to provide a spectroscopic handle81 of the film’s 

enhancement throughout the course of the deposition. Immediately after the 5 minutes had elapsed, 

the solution was introduced into a spectroelectrochemical cell (Jackfish SEC J1) with a Si 

micromachined wafer (IRUBIS GmbH) as the internal refection element (IRE) to deposit the 

nanoparticle film. The cell was mounted atop a variable-angle optics box (VeeMAX III, PIKE 

Technologies) in the sample compartment of the spectrometer (Vertex 70V, Bruker). A single 

deposition cycle consisted of cycling the potential between -1.0 V (this and all subsequent 

potentials are reported with respect to saturated Ag/AgCl) and +0.05 V for three cycles, beginning 

and ending at 0 V using a potentiostat (Autolab 302N, Metrohm AG). A reference spectrum was 

collected while applying -0.90 V for 30 s. The ITO electrode was then biased to +0.30 V and held 

for 20 s since the adsorption process is slow. The sample spectrum was then collected, and the 



43 

 

electrode was returned to OCP after a total of 50 s.  This constitutes one “deposition cycle”. The 

exception was the very first deposition cycle where the upper potential limit of the cyclic 

voltammetry was increased to +1.0 V to observe the gold oxidation peak and subsequent catalytic 

crossover indicating Au is being deposited on Au already in the second cycle. 

3.4 Cyanate Angle-Dependent Data 

The polarization and angle-dependent data using cyanate were collected by my colleague, 

Erick Lins. The films were prepared in the above manner using a Si hemisphere as an IRE. The 

experimental details are provided in a paper that we co-authored.82
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4 IMPLEMENTATION OF AN EMA MODEL 

A wide variety of models were researched and implemented, including Yamaguchi,83 

Fedotov,84 Maxwell-Garnett,66 core-shell Bruggeman,85 among others but a detailed discussion of 

each is outside of the scope of this thesis. Since the primary objective of my project focused 

primarily on understanding and explaining the observed behaviour of CMO-metal substrates 

compared to all-metal films, the simpler models were found to be the most useful. I will first 

discuss some of the considerations involved in selecting an effective medium before describing in 

detail how the traditional anisotropic Bruggeman model was implemented for an arbitrary number 

of components. This model is used to explain the behaviour of CMO-metal ATR-SEIRAS films 

described in the Results and Discussion chapter. The complete algorithm presented here can be 

readily implemented and the explicit details have not been published in the literature to the author’s 

knowledge. 

4.1 Selecting an Effective Medium Model 

Given the large number of variations of EMAs reported in the literature, it is natural to ask 

which model should be selected for a particular application. Selecting an EMA model is not as 

simple as using the most sophisticated EMA. All EMAs are approximations, and they are only 

rigorously valid in the dilute limit (i.e., as the fill fraction of the inclusions approaches zero). 

Nevertheless, EMAs have been successfully applied to mixtures significantly outside this limit, 

and they can sometimes model phenomena beyond their strict range of validity. For instance, 

Gittleman and Abeles86 have shown that for isolated metal particles in vacuum, the asymmetric 

MG model more closely matches the experimental absorption profile of Ag-SiO2 films than the 

more advanced Bruggeman model, in particular at higher fill fractions, where the Bruggeman 

model is generally expected to outperform the simple MG model. It is important to compare the 

modelled results to experimental spectra of an analogous system to ensure that a suitable model 

was selected. 
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Constructing a physically reasonable model of a SEIRAS film using a “classical” EMA is 

not entirely obvious. In an experiment, the concentration of the analyte has some bulk value in 

solution in the cell, but it adsorbs to the metal surface concentrating the analyte in the probed 

region. This is especially true when the metal is biased with a potential that increases the affinity 

of the analyte to the metal, as is commonly done in an electrochemical SEIRAS experiment. In the 

basic Bruggeman model (first row in Table 2-1), it is possible to either utilize a permittivity 

function of a dilute analyte in water, or instead consider discrete droplets of water and analyte. In 

Figure 5-12 and Figure 5-13, the cyanate (analyte molecule) and water are modelled as discrete 

droplets, although both approaches yield substantially similar results. 

An alternate approach is to use the Bruggeman model for a coated ellipsoid to first calculate 

the permittivity of an isolated, homogenized “effective ellipsoid”. It is then possible to construct 

an effective medium consisting of two phases (the effective ellipsoid and water), and then model 

this medium with a second instance of the Bruggeman model to determine the ultimate effective 

properties (Figure 4-1). 85 At first glance, this approach seems to more accurately describe the 

physical system of an electrochemical SEIRAS experiment since it accounts for the adsorption of 

the organic molecules in a thin film onto the Au-decorated electrode. However, by design, EMAs 

are abstractions from the full rigorous consideration of the localized electric fields on a nanoscale, 

so even if the geometry is more accurately accounted for, this might not be reflected in the resulting 

effective properties. 

 

Figure 4-1: Two-step Bruggeman approach for coated particles. The resulting permittivity of the 

first instance of the Bruggeman model is used as an input to the second instance. 
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The two-step coated ellipsoid approach has one apparent shortcoming: for the conditions 

examined in this work (25 nm diameter Au core, 1 nm thick Lorentz oscillator shell, immersed in 

H2O) it fails to predict a percolation threshold, since the coated effective ellipsoid is very non-

metallic. This limitation has not been discussed in the literature but is an empirical observation of 

the author and can be justified as follows. A percolation threshold (i.e., a drastic change in the 

effective permittivity from dielectric-like to metal-like over a small change in fill factor) only 

occurs for a mixture containing both a metal and a dielectric. Each instance of the Bruggeman 

calculation is subject to the Wiener limits (section 4.3.4), and the result of the first effective 

ellipsoid calculation is constrained to a range of values that can ultimately be produced by the 

second iteration of the model. Coated particles with even extremely thin coatings have 

permittivities significantly different than their core material. This is to say, the permittivity of the 

coated particle is essentially non-metallic, and therefore when this permittivity is used in a second 

iteration of the Bruggeman model to account for the fill fraction of the coated particles in the 

matrix, no percolation threshold appears since the modelled system is not composed of both 

metallic and insulating particles. This model, however, has at least one successful prediction that 

cannot be replicated by the standard isolated particles model. It predicts a change in the line shape 

as a function of fill fraction of organic particles while keeping the volume of gold fixed. This 

behaviour has been observed in desorption experiments.87 

The Bruggeman EMA was selected as the primary model for the analysis of SEIRAS films 

for the reasons outlined above, namely its relative ease of implementation and understanding, and 

its ability to qualitatively describe the trends in spectral features observed experimentally. Many 

different expressions of EMAs are reported in the literature, and it is not immediately obvious how 

they are related to one another. There are many models which are ascribed the name “Bruggeman”, 

but which differ significantly from each other. Conversely, there are a wide variety of other names 

which are in fact identical expressions. The goal of this section is to provide some of the most 

common expressions and variations and show how they are related, as well as to emphasize any 

differences and discuss the implications for their validity in describing the systems most relevant 

to this work. 

The Bruggeman model is generally appealing because: 1) it can readily be extended to 

multiple phases (most other mixing models only allow for two components) 2) it is a reasonably 
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simple expression which allows for intuitive parameterization of simple geometric models, and 3) 

it yields fairly accurate results for fill factors at and above the percolation threshold where one 

would expect the model to fail due omission of near-field particle-particle coupling interactions. 

4.2 Formulation of Bruggeman model 

A few examples are presented in this section to illustrate how a specific expression found 

in the literature converges to the limiting case in the Bruggeman model. The basic model, as well 

as the majority of extensions of the model, can be expressed as the following: 

∑𝑓𝑗𝛼𝑗 = 0

𝑗

 
4-1 

where 𝑓𝑗 is the volume fraction of the jth phase, with the restriction that  ∑ 𝑓𝑗 = 1j  and 𝛼𝑗 is the 

polarizability of a constituent particle of the jth phase. This simple formulation rarely appears in 

the literature, but is provided as equation 14 in a publication by Noh et al.64 where a lucid 

derivation of the model is presented. 

The polarizability of a particle is a function of the permittivity of the constituent material(s) 

as well as the shape of the particle. Expressions for polarizability are known for a range of different 

particle geometries. Some of the most useful of these are summarized in Table 4-1. The 

expressions provided are not self-consistent, where self-consistency means that the field “seen” by 

each particle is modulated by the permittivity of the effective medium rather than the permittivity 

of the matrix. As identified by Granqvist and Hunderi,67 the simplest way of achieving self-

consistency is to replace the permittivity of the host medium with the permittivity of the effective 

medium. Therefore, the expressions of the polarizability have 𝜖𝑚𝑎𝑡𝑟𝑖𝑥 replaced by 𝜖𝑒𝑓𝑓. Note that 

the development of the Bruggeman equation from the generalized effective medium theory 

(GEMT) equation (see first row, last column in Table 2-1) implies the self-consistency condition. 

In this work, the Bruggeman model always utilizes the self-consistent polarizabilities. 
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The term L appearing in Table 4-1 for the equations for ellipsoids is a geometric factor 

related to the curvature of the particles along a particular direction. L is referred to as the 

depolarization factor. When a polarizable particle is subjected to an external field, the polarization 

of the material will cause opposite surface charges to develop on opposing sides of the particle. 

These charges establish an internal electric field called the depolarizing field, 𝑬ሺ𝑑), counteracting 

the applied external field, which is given by the relation 𝑬ሺ𝑑) =
𝑳𝑷

𝜖0
, where 𝑷 is the polarization of 

the particle.  

In general, L is a tensor and can be measured or calculated by finite element methods for 

any arbitrary shape. For an ellipsoid measured along its basis axes, L is a diagonalized tensor with 

three elements, 𝐿𝑎 , 𝐿𝑏 , 𝐿𝑐, corresponding to each semi-axis. Small radii of curvature give small 𝐿𝜏 

and the sum of the factors for the three axes of a particle must equal unity. In the limiting case of 

a needle or a wire, the factor of the pointed end approaches 0, while for a thin sheet or plate the 

factor of the planar face approaches 1. Formulae to calculate these factors for common ellipsoids 

are provided in Table 4-2.88,89 

 

 

 

𝛼 =
𝜖𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒 − 𝜖𝑚𝑎𝑡𝑟𝑖𝑥

𝜖𝑚𝑎𝑡𝑟𝑖𝑥 +
1
3 (𝜖𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒 − 𝜖𝑚𝑎𝑡𝑟𝑖𝑥)

 

𝛼𝜏 =
𝜖𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒 − 𝜖𝑚𝑎𝑡𝑟𝑖𝑥

𝜖𝑚𝑎𝑡𝑟𝑖𝑥 + 𝐿𝜏(𝜖𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒 − 𝜖𝑚𝑎𝑡𝑟𝑖𝑥)
 

𝛼 =
1

3
∑

𝜖𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒 − 𝜖𝑚𝑎𝑡𝑟𝑖𝑥

𝜖𝑚𝑎𝑡𝑟𝑖𝑥 + 𝐿𝜏(𝜖𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒 − 𝜖𝑚𝑎𝑡𝑟𝑖𝑥)

3

𝜏=1

 

𝛼𝜏 =
ሺ𝜖𝑠ℎ − 𝜖𝑚𝑎𝑡)[𝜖𝑠ℎ + ሺ𝜖𝑐𝑜𝑟𝑒 − 𝜖𝑠ℎ)(𝐿𝜏,𝑐𝑜𝑟𝑒 − 𝐹𝐿𝜏,𝑠ℎ)] + 𝐹𝜖𝑠ℎሺ𝜖𝑐𝑜𝑟𝑒 − 𝜖𝑠ℎ)

[𝜖𝑠ℎ + ሺ𝜖𝑐𝑜𝑟𝑒 − 𝜖𝑠ℎ)(𝐿𝜏,𝑐𝑜𝑟𝑒 − 𝐹𝐿𝜏,𝑠ℎ)][𝜖𝑚𝑎𝑡 + 𝐿𝜏,𝑠ℎሺ𝜖𝑠ℎ − 𝜖𝑚𝑎𝑡)] + 𝐹𝐿𝜏,𝑠ℎ𝜖𝑠ℎሺ𝜖𝑐𝑜𝑟𝑒 − 𝜖𝑠ℎ)
 

Table 4-1: Polarizabilities for several common particle morphologies. Lτ is the depolarization 

factor along the τth ellipsoidal semi-axis (τ = a, b, c) and F is fractional volume of coated ellipsoid 

occupied by the core material. Subscripts: sh = shell; mat = matrix. 
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General form a > b > c 𝐿𝜏 =
𝑎𝑏𝑐

2
∫ (

1

ሺ𝑖2 + 𝑞)√ሺ𝑞 + 𝑎2)ሺ𝑞 + 𝑏2)ሺ𝑞 + 𝑐2)
) 𝑑𝑞

∞

0
 

Prolate 

spheroids 
a > b = c 

𝐿𝑎 =
1

𝛾2 − 1
[(

𝛾

2√𝛾2 − 1
) ln (

𝛾 + √𝛾2 − 1

𝛾 − √𝛾2 − 1
) − 1]  

 

𝐿𝑏 = 𝐿𝑐 =
1 − 𝐿𝑎

2
 

Oblate 

spheroids 
a = b > c 

𝐿𝑎 = 𝐿𝑏 =
1

2ሺ𝛾2 − 1)
[(

𝛾2

√𝛾2 − 1
)𝑎𝑟𝑐𝑠𝑖𝑛 (

√𝛾2 − 1

𝛾
) − 1]  

𝐿𝑐 = 1 − 2𝐿𝑎  

Spheres a = b = c 𝐿𝜏 =
1

3
 

Table 4-2: Ellipsoid depolarization factors, where γ is the aspect ratio of major semi-axis to 

minor semi-axis (γ ≥ 1). 𝜏 refers to the index of the Cartesian axis; and a, b, c refer to the radii 

of the semi-axes from largest to smallest. The integration variable, q, in the expression for the 

general form is an ellipsoidal coordinate; details are outside the scope of this work but can be 

found in Bohren and Huffman.88  

The complexity of the Bruggeman expression depends on the number of different particle 

types as well as the complexity of their polarizability functions. The solution to the Bruggeman 

equation is fairly simple for a two-component mixture of spherical particles but can be very 

complex for a multi-phase system involving coated ellipsoids. Perhaps the most common 

expression of Bruggeman found in the literature is the case for a two-component system of 

spherical particles, such as given in equation 32 in Bruggeman’s seminal 1935 paper:90 

𝑓1
𝜖1 − 𝜖𝐵𝑅

𝜖1 + 2𝜖𝐵𝑅
+ 𝑓2

𝜖2 − 𝜖𝐵𝑅

𝜖2 + 2𝜖𝐵𝑅
= 0 4-2 

In this form, it is clear to see how this equation is a specific case of the more general form 

of equation 4-1. Equation 4-2 follows from 4-1 with the introduction of two phases of spherical 

particles. Starting with the polarizability of a spherical particle of bulk permittivity of the first 



50 

 

material, ϵ1, (from Table 4-1), the introduction of the self-consistency criterion (i.e., replacing 

𝜖𝑚𝑎𝑡𝑟𝑖𝑥 with 𝜖𝐵𝑅) leads to 

𝜖1 − 𝜖𝐵𝑅

𝜖1 + 2𝜖𝐵𝑅
=

1

3
𝛼 4-3 

As equation 4-3 is valid for the spherical particles of both materials, it is readily apparent that  

𝑓1𝛼1 + 𝑓2𝛼2 = 0, gives equation 4-2 for the specific case of a collection of two spherical particles 

having permittivities ε1 and ε2.  Another expression of the Bruggeman model commonly seen in 

the EMA literature appears in the form of Equation 4-4:67 

𝜖𝐵𝑅 = 𝜖𝑚

1 − 𝑓 +
1
3
𝑄𝛼

1 − 𝑓 −
2
3𝑄𝛼

 4-4 

This expression is a likewise a reformulation of equation 4-1: 

𝜖𝐵𝑅 (1 − 𝑓 −
2

3
𝑓𝛼) = 𝜖𝑚 (1 − 𝑓 +

1

3
𝑓𝛼) 4-5 

ሺ1 − 𝑓)𝜖𝐵𝑅 − ሺ1 − 𝑓)𝜖𝑚 −
1

3
𝑓𝛼𝜖𝑚 −

2

3
𝑓𝛼𝜖𝐵𝑅 = 0 4-6 

ሺ1 − 𝑓)ሺ𝜖𝐵𝑅 − 𝜖𝑚) − 𝑓𝛼 (
𝜖𝑚 + 2𝜖𝐵𝑅

3
) = 0 4-7 

𝑓𝛼 + ሺ1 − 𝑓)(
𝜖𝑚 − 𝜖𝐵𝑅

1
3 ሺ𝜖𝑚 + 2𝜖𝐵𝑅)

) = 0 4-8 

𝑓𝛼 + ሺ1 − 𝑓)(
𝜖𝑚 − 𝜖𝐵𝑅

𝜖𝐵𝑅 +
1
3
ሺ𝜖𝑚 − 𝜖𝐵𝑅)

) = 0 4-9 

𝑓1𝛼 + 𝑓2𝛼𝑠𝑝ℎ𝑒𝑟𝑒 = 0 4-10 

Essentially, this expression is for a two-phase system where one of the particles has been 

designated the “medium” and has been treated as a sphere, while the other may assume any 

polarizability function. The trivial algebra shown above is to emphasize the point that the myriad 
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of Bruggeman EMA expressions found in the literature for a diverse set of physics can all be shown 

to be specific cases of the general expression described in Equation 4-1.  

4.3 Derivation of an Algorithm for an Arbitrary Number of Ellipsoidal 

particles 

When expressed in the form of equation 4-4, the Bruggeman permittivity appears 

straightforward to calculate for spherical particles. However, this representation obscures the 

nonlinear nature of the model. When a self-consistent polarizability is introduced, the 𝜖𝐵𝑅 term 

appears on both sides of the equation. When solved, the result is a polynomial in 𝜖𝐵𝑅, where the 

degree of the polynomial is equal to the number of phases. The complexity of the mathematical 

problem increases if the particles are not modelled as isotropic spheres but rather as anisotropic 

ellipsoids as it means the depolarization term, L, is no longer a simple scalar (𝐿 =
1

3
 for spheres) 

but now has different values along each coordinate depending on the radii of the semi-axes of the 

ellipsoid (Table 4-2). 

This section describes the development of an algorithm for an arbitrary number of 

ellipsoidal particles, which could be applied to simulating composite films having a range of 

shapes or sizes. The required steps are:  

1) Algorithmically determine the coefficients of the binomial factors. 

2) Calculate the coefficients of each term in the polynomial, for each additive polynomial in the 

starting expression. Add the coefficients of each additive polynomial to obtain the final 

coefficients of the polynomial. 

3) Calculate the roots of the polynomial.  

4) Determine the physically correct root. 

5) For anisotropic particles, repeat the calculation for each of the three elements of the diagonalized 

permittivity tensor: 𝜖𝐵𝑅,𝑥 , 𝜖𝐵𝑅,𝑦, 𝜖𝐵𝑅,𝑧. Convert the permittivity tensor to align with the axes of the 

applied field. 

First, consider the full expression for two types of ellipsoidal particles (the permittivities 

of which are denoted with subscripts “1” and “2”), using the Bruggeman expression provided in 
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the first row of Table 2-1. It is a sum over each constituent particle type, which itself is a sum over 

the three Cartesian axes. Written out explicitly this yields: 

𝑓1
𝜖1,𝑥 − 𝜖𝐵𝑅,𝑥

𝐿1,𝑥𝜖1,𝑥 + (1 − 𝐿1,𝑥)𝜖𝐵𝑅,𝑥

+ 𝑓2
𝜖2,𝑥 − 𝜖𝐵𝑅,𝑥

𝐿2,𝑥𝜖2,𝑥 + (1 − 𝐿2,𝑥)𝜖𝐵𝑅,𝑥

= 0 

𝑓1
𝜖1,𝑦 − 𝜖𝐵𝑅,𝑦

𝐿1,𝑦𝜖1,𝑦 + (1 − 𝐿1,𝑦)𝜖𝐵𝑅,𝑦

+ 𝑓2
𝜖2,𝑦 − 𝜖𝐵𝑅,𝑦

𝐿2,𝑦𝜖2,𝑦 + (1 − 𝐿2,𝑦)𝜖𝐵𝑅,𝑦

= 0 

𝑓1
𝜖1,𝑧 − 𝜖𝐵𝑅,𝑧

𝐿1,𝑧𝜖1,𝑧 + ሺ1 − 𝐿1,𝑧)𝜖𝐵𝑅,𝑧
+ 𝑓2

𝜖2,𝑧 − 𝜖𝐵𝑅,𝑧

𝐿2,𝑧𝜖2,𝑧 + ሺ1 − 𝐿2,𝑧)𝜖𝐵𝑅,𝑧
= 0 

 

4-11a 

 

4-11b 

 

4-11c 

 

 

where 𝜖𝐵𝑅,𝜏 is the diagonal tensor element of the Bruggeman-modelled permittivity of the effective 

medium in the 𝜏th direction. By assuming that the constituent materials have isotropic permittivities 

(i.e., they are described by a singular complex number at a given particular frequency, independent 

of direction of the incident radiation), the problem simplifies considerably. Isotropic materials 

have the same permittivity in all directions, so some of the terms in the above expression are equal: 

𝜖𝑗,𝑥 = 𝜖𝑗,𝑦 = 𝜖𝑗,𝑧 ≡ 𝜖𝜏. Note that anisotropy of the effective medium can still arise due to shape 

anisotropy of the constituent particles. The following section will deal with calculating the value 

of 𝜖𝐵𝑅,𝑥 using equation 4-11a; the process is then repeated for the analogous equations for 𝜖𝐵𝑅,𝑦 

and 𝜖𝐵𝑅,𝑧.  The sum of quotients may be written as a single quotient: 

𝑓1ሺ𝜖1 − 𝜖𝐵𝑅,𝑥)[𝐿2,𝑥𝜖2,𝑥 + (1 − 𝐿2,𝑥)𝜖𝐵𝑅,𝑥] + 𝑓2(𝜖2 − 𝜖𝐵𝑅,𝑥)[𝐿1,𝑥𝜖1,𝑥 + (1 − 𝐿1,𝑥)𝜖𝐵𝑅,𝑥]

[𝐿1,𝑥𝜖1 + (1 − 𝐿1,𝑥)𝜖𝐵𝑅,𝑥][𝐿2,𝑥𝜖2 + ሺ1 − 𝐿2,𝑥)𝜖𝐵𝑅,𝑥]
= 0 4-12 

The denominator approaches zero under two conditions: as 𝜖𝐵𝑅,𝑥 → (
𝐿1,𝑥

𝐿1,𝑥−1
) 𝜖1 and as 𝜖𝐵𝑅,𝑥 →

(
𝐿2,𝑥

𝐿2,𝑥−1
) 𝜖2. For spherical particles this simplifies to 𝜖𝐵𝑅,𝑥 = −0.5𝜖1 and 𝜖𝐵𝑅,𝑥 = −0.5𝜖2. These 

are the conditions where LSPPs may be expressed due to the internal field of the particles 

diverging.41 If a singularity is avoided, equation 4-12 can be simplified by multiplying both sides 

by the denominator: 

{𝑓1ሺ𝜖1 − 𝜖𝐵𝑅,𝑥)[𝐿2,𝑥𝜖2 + (1 − 𝐿2,𝑥)𝜖𝐵𝑅,𝑥]} + {𝑓2(𝜖2 − 𝜖𝐵𝑅,𝑥)[𝐿1,𝑥𝜖1 + (1 − 𝐿1,𝑥)𝜖𝐵𝑅,𝑥]} = 0 4-13 
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To solve for 𝜖𝐵𝑅,𝑥, notice that each additive term (enclosed in braces) is a product of 

binomial factors in the form of (𝑎1 + 𝑎2𝜖𝐵𝑅,𝑥), where 𝑎1 and 𝑎2 are constants. For example, the 

first additive term in equation 4-13 is ሺ𝑓1𝜖1 − f1𝜖𝐵𝑅,𝑥)ሺ𝐿2,𝑥𝜖2 + (1 − 𝐿2,𝑥)𝜖𝐵𝑅,𝑥), which has the 

form (𝑎1 + 𝑎2𝜖𝐵𝑅,𝑥)(𝑏1 + 𝑏2𝜖𝐵𝑅,𝑥) 𝑤here 𝑎1 = 𝑓1𝜖1; 𝑎2 = −𝑓1; 𝑏1 = 𝐿2,𝑥𝜖2; 𝑏2 = 1 − 𝐿2,𝑥. 

Each additive term can be expanded to generate a polynomial.  In this case there are two materials, 

so there are two additive terms and hence two polynomials (of degree 2) which can be summed 

together to generate the final polynomial. 

Now, consider the more general case where there are 𝑗 terms corresponding to the number 

of constituent materials. Each additional constituent material requires one more binomial factor to 

be multiplied to all the additive terms (i.e., its denominator is multiplied to each term in the 

numerator in 4-12). Therefore, the number of binomial factors multiplied together for each term is 

equal to j, the number of constituent materials. When the product of binomial factors is fully 

expanded, each term will generate a polynomial of degree 𝑗. Each polynomial is added to the 

polynomials of the other additive terms. The roots of the polynomial can then be determined, and 

the physically correct root selected. 

4.3.1 Algorithm for the Product of a Variable Number of Binomial Terms 

Consider a product of binomial terms in the form:  

ሺ𝑎1  + 𝑎2𝑥)ሺ𝑏1  +  𝑏2𝑥)ሺ𝑐1  +  𝑐2𝑥). . . ሺ𝑚1  + 𝑚2𝑥)ሺ𝑛1  +  𝑛2𝑥) = 0 4-14 

Expanded fully, this gives a polynomial of degree 𝑛, where 𝑛 is the number of binomial terms: 

𝐶0𝑥
0 + 𝐶1𝑥

1 + 𝐶2𝑥
2 + ⋯+ 𝐶𝑚𝑥𝑚 + 𝐶𝑛𝑥

𝑛 = 0 4-15 

The coefficients are given by: 

𝐶0 = 𝑎1𝑏1𝑐1 …𝑚1𝑛1  

𝐶1 = 𝑎2𝑏1𝑐1 …𝑚1𝑛1 + 𝑎1𝑏2𝑐1 …𝑚1𝑛1 + 𝑎1𝑏1𝑐2 …𝑚1𝑛1 + ⋯+ 𝑎1𝑏1𝑐1 …𝑚2𝑛1 + 𝑎1𝑏1𝑐1 …𝑚1𝑛2  

𝐶2 = 𝑎2𝑏2𝑐1 …𝑚1𝑛1 + 𝑎2𝑏1𝑐2 …𝑚1𝑛1 + 𝑎2𝑏1𝑐2 …𝑚1𝑛1 + ⋯+ 𝑎2𝑏1𝑐1 …𝑚2𝑛1 + 𝑎2𝑏1𝑐1 …𝑚2𝑛2  

+ 𝑎1𝑏2𝑐2 …𝑚1𝑛1 + 𝑎1𝑏2𝑐1 …𝑚1𝑛1 + ⋯+ 𝑎1𝑏2𝑐1 …𝑚2𝑛1 + 𝑎1𝑏2𝑐1 …𝑚1𝑛2 

+⋯ 

+ 𝑎1𝑏1𝑐1 …𝑚2𝑛2 
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…  

𝐶𝑛 = 𝑎2𝑏2𝑐2 …𝑚2𝑛2  

The polynomial can be represented in the form of factored binomial terms using two arrays, 𝑅1 

and 𝑅2: 

𝑅1 = [𝑎1, 𝑏1, 𝑐1, … ,𝑚1, 𝑛1]  4-16 𝑅2 = [𝑎2, 𝑏2, 𝑐2, … ,𝑚2, 𝑛2] 4-17 

The coefficient of degree zero is simply the product of all the terms of 𝑅1. To calculate the 

coefficient of degree one, the first term in 𝑅1 is replaced by the first term in 𝑅2, then the product 

of all terms in the resulting array is taken. Next, the second term in 𝑅1 is replaced by the second 

term in 𝑅2 and all terms of the resulting array are multiplied. Once all terms have been replaced, 

and the products calculated, the final coefficient is obtained by summing all of the products. 

Generally, the coefficient, 𝐶𝑖, of the 𝜖𝐵𝑅,𝑥
𝑖  term is calculated by first obtaining all the 

sequences formed by replacing i terms in 𝑅1by the corresponding terms in 𝑅2. The elementwise 

product of each sequence is then calculated. Finally, the sum of all of these products yields the 

coefficient. 

4.3.2 Calculate the Coefficients for Each Additive Polynomial 

The preceding section has not addressed how the components of the binomial terms (e.g., 

the values in R1 and R2) are determined. Additionally, it only considered how to calculate the 

coefficients of the polynomial 𝑓1 term in the numerator of equation 4-13. It is important to keep in 

mind that there are 𝑁-many additive “𝑓 terms” which can each be expanded to yield a polynomial 

of degree 𝑁. Thus, it is necessary to calculate 𝑁-many of each 𝐶𝑖 coefficient, each which then must 

be summed together to yield a single 𝐶𝑖 coefficient for each power of 𝜖𝐵𝑅,𝑥. Introducing another 

subscript may help to clarify: 𝐶𝑖,𝑗 , where the i index refers to the power of 𝜖𝐵𝑅,𝑥 of which it is the 

coefficient, and the j index refers to the “additive term” to which it belongs. Both i and j range 

from 1 to N, where N is the number of different particle types. 

To determine the values in the arrays 𝑅1 and 𝑅2, return to equation 4-12. One of the 

binomial factors originates from the numerator, and the other factors are comprised of the 

denominators of all the other terms. First, an array can be constructed from the factors from all the 

denominators and then one term can be replaced by the numerator. 
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𝑅1 = [𝐿1,𝑥𝜖1, 𝐿2,𝑥𝜖2, 𝐿1,3𝜖3, … , 𝐿𝑚,𝑥𝜖𝑚, 𝐿𝑛,𝑥𝜖𝑛]  4-18 

𝑅2 = [(1 − 𝐿1,𝑥), (1 − 𝐿2,𝑥), (1 − 𝐿3,𝑥),… , (1 − 𝐿𝑚,𝑥), (1 − 𝐿𝑛,𝑥)]  4-19 

When calculating the coefficients for the first additive polynomial, the 1𝑠𝑡 element in 𝑅1 

is replaced with 𝑓1𝜖1 and the 1𝑠𝑡 element in 𝑅2 is replaced with −𝑓1, which are the corresponding 

terms from the numerator. From these modified arrays, 𝑅1,1 and 𝑅2,1, the coefficients 𝐶0,1 to 𝐶𝑁,1 

is calculated using the method described in section 4.3.1. The second suite of coefficients is 

calculated in the same manner. The process is repeated for all subsequent terms up until the 

coefficients 𝐶0,0 to 𝐶𝑁,𝑁 have been calculated by replacing the 𝑗𝑡ℎ element in 𝑅1 with 𝑓𝑗𝜖𝑗 and 

replacing the 𝑗𝑡ℎ element in 𝑅2 with −𝑓𝑗.  Finally, sum all the 𝐶𝑖 values to determine the overall 

coefficients: 

𝐶𝑖,𝑡𝑜𝑡 = ∑𝐶𝑖,𝑗

𝑁

𝑗=1

 

 

4-20 

4.3.3 Calculate the Roots of the Polynomial 

Various algorithms exist for calculating the roots of polynomials given the coefficient, 

descriptions of which are outside the scope of this work. The Python NumPy library utilized in 

this work calculates the eigenvalues of the companion matrix.91 

4.3.4 Determine the Physically Correct Root 

For a polynomial of degree 𝑁, there are 𝑁-many roots which satisfy the equation. However, 

most of these roots do not describe physically valid permittivities.  There are several different 

approaches to rejecting aphysical solutions.  Typically, the first step is to reject all roots having a 

negative imaginary component of their permittivity as these solutions imply a medium with gain.  

The success of the root-selection algorithm can be evaluated by plotting the permittivity 

values as a function of frequency for a variety of different constituent materials and fill factors. 

Failure of the root selection algorithm is clearly identified if discontinuities are observed in the 

resulting permittivity function. One must be careful to restrict the fill factors such that their sum 

equals one; even a correctly implemented algorithm may generate discontinuities in the 

permittivity function if the volume fill fractions fail to sum to unity. 
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Wiener limits62 

(𝜖 ∈ ℂ) 

𝜖𝐵𝑅 = 𝑓1𝜖1 + 𝑓2𝜖2 4-21 

𝜖𝐵𝑅 = (
𝑓1
𝜖1

+
𝑓2
𝜖2

)
−1

 4-22 

Hashin-

Shtrikman92 

(isotropic only; 

𝜖 ∈ ℝ) 

𝜖𝐵𝑅 = 𝜖1 +
𝑓2

1
𝜖2 − 𝜖1

+
𝑓1
3𝜖1

 
4-23 

𝜖𝐵𝑅 = 𝜖2 +
𝑓1

1
𝜖1 − 𝜖2

+
𝑓2
3𝜖2

 
4-24 

Bergman-

Milton93 

(𝜖 ∈ ℂ) 

𝜖𝐵𝑅 = 𝑓1𝜖1 + 𝑓2𝜖2 −
𝑓1𝑓2ሺ𝜖2−𝜖1)

2

3[𝛾𝜖1+ሺ1−𝛾)𝜖2]
 ;  

ሺ1−𝑓1)

3
≤ 𝛾 ≤ 1 −

𝑓1

3
 ; 𝛾 ∈ ℝ 4-25 

𝜖𝐵𝑅 = (
𝑓1

𝜖1
+

𝑓2

𝜖2
−

2𝑓1𝑓2ሺ𝜖2− 𝜖1)
2

3𝜖1𝜖2[𝛾𝜖2+ሺ1−𝛾)𝜖1
)
−1

;  
2ሺ1−𝑓1)

3
≤ 𝛾 ≤ 1 −

2𝑓1

3
 ; 𝛾 ∈ ℝ 4-26 

Table 4-3: Bounds on physical validity of 𝜖BR. 

Several different bounds from the literature are reported in Table 4-3. The Wiener bounds 

were utilized in this work for simplicity. A situation where the root selection failed was not 

encountered for three-phase composites, but occasionally the root selection for four phases was 

ambiguous, in which case the root must be selected manually to generate a continuous function. 

The Hashnin-Shtrikman bounds provide improved (narrower) limits but are limited to strictly real-

valued permittivities. The Bergman-Milton bounds extend the Hashnin-Shtrikman bounds to 

complex permittivities and should be preferred to the Wiener bounds if the Wiener bounds fail to 

unambiguously determine the valid root. 

The Wiener bounds describe a circle and chord on the complex plane which enclose a 

circular segment where physically plausible roots may be found. For a two-phase composite, the 

valid root must lie inside this region defined by the permittivities of the two constituent materials, 

𝜖1 and 𝜖2, using the equations in Table 4-3. For composites containing additional phases, the 

overall region of validity is the intersection of the circular segments defined by every combination 

of each pair of component permittivities, yielding (𝑁
2
) =

𝑁!

2!ሺ𝑁−2)!
 segments. Additionally, the valid 

root may lie inside any triangle formed by every combination of each trio of component 

permittivities for a total of (𝑁
3
) triangles. For metal-insulator composites where the permittivities 
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are very dissimilar, the roots will frequently lie very close to the region of validity, and due to 

floating point errors, the valid root may in fact lie outside the region. Conversely an invalid root 

may lie within the region due to floating point errors. A signed distance function was implemented 

in my program to determine the “best” root in the cases where either no or multiple roots are within 

the region of validity because of floating point errors. 

4.3.5 Calculate 𝜖𝐵𝑅,𝑥 , 𝜖𝐵𝑅,𝑦 , 𝜖𝐵𝑅,𝑧 

For the calculation of anisotropic particles, the above steps are repeated in each of the 

coordinate directions to obtain each of 𝜖𝐵𝑅,𝑥, 𝜖𝐵𝑅,𝑦, 𝜖𝐵𝑅,𝑧. If the ellipsoids are randomly oriented 

about a particular axis, one can take the arithmetic mean of the permittivities orthogonal to the axis 

of rotation. If the ellipsoids are oriented and an ellipsoidal semi-axis is aligned with the applied 

field However, if the ellipsoids are oriented off-axis with respect to the applied field, the 

permittivity tensor for the coordinate system of the applied field can be calculated by: 𝜖′ = 𝑅−1𝜖𝑅 

where 𝜖 is the permittivity tensor in the local coordinate system of the ellipsoid, 𝜖′ is the 

permittivity tensor in the coordinate system of the applied field and 𝑅 is the rotation matrix to 

transform the basis vectors of the ellipsoid into the basis vectors of the applied field94 (Figure 4-2). 

The rotation matrix may be parameterized in many different ways, two methods implemented in 

my program are: 1) three angles representing the clockwise angle of rotation about the local axes 

(yaw, pitch and roll) and 2) a vector and a single angle using the method described by Rodrigues.95 
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Figure 4-2: Program output visualizing an ellipsoid oriented off-axis with respect to the applied 

field; rotated 20° counterclockwise about the [111] axis. The rotation matrix is the matrix which 

will transform the local basis vectors of the ellipsoid (saturated RGB vectors) into the desired 

coordinate system of the applied field (dull RGB vectors). 
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5 RESULTS AND DISCUSSION 

First, the parameters of the CMO films in terms of the Drude model will be described and 

the questions raised by Figure 2-9 of the potentially existing plasmonic modes will be addressed. 

The observed behaviour of CMO-metal ATR-SEIRAS substrates will be compared to all-metal 

films and an account of the asymmetric lineshapes will be provided in terms of the Bruggeman-

modelled material parameters. 

5.1 CMO Modelling 

To model ATR-SEIRAS substrates using the transfer matrix method, it is necessary to 

define the permittivity of all of the layers. Furthermore, to adjudicate whether any of the plasmonic 

effects depicted in Figure 2-9 are responsible for the observed surface enhancement, the plasma 

frequency of the CMO layer must be determined. To this end, reflectivity spectra were measured 

at a range of angles and for ITO and IZO layers of different thicknesses. Using the Drude model 

and the transfer matrix method (TMM), calculated spectra were fit to the experimental spectra and 

the material properties (plasma frequency and damping factor) can be extracted. These parameters 

were used to calculate the permittivity of the CMO for the model. Both ITO and IZO behaved 

similarly. The standard thermal annealing procedure (1 hour at 300 °C) yielded films which could 

not be fitted to the Drude model since the plasma frequency was in the NIR, outside the spectral 

range of the FTIR spectrometer. A reduced annealing procedure of 10 nm at 150 °C enabled 

measurements to be made. Two limits were identified as the reasonable bounds of films which 

could be likely produced: metal-like CMO with 𝜔𝑝 = 25000 cm−1, Γ = 400 cm−1, 𝜖∞ = 4.5 and 

dielectric-like CMO with 𝜔𝑝 = 8000 cm−1, Γ = 2500 cm−1, 𝜖∞ = 4.5. These parameters were 

utilized in the calculations for Figure 5-8. Note that experimental films having these exact 

parameters were not produced, but these parameters represent reasonable limiting cases of the most 

insulating and most conductive films that could possibly be produced by varying the sputtering 

and annealing parameters of the CMO deposition. 
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Figure 5-1: A) Real (n) and imaginary (κ) refractive index of a CMO calculated by Drude model 

(parameters extracted from external reflection spectra); B) p-polarized external reflectivity 

spectrum calculated for air/25 nm of CMO/Si. 

There is a dip in the p-polarized external reflectivity spectrum which occurs at the screened bulk-

plasma frequency,  𝜔𝑆𝐵𝑃 ≈ √
𝜔𝑝

2

𝜖∞
. This is best described as an epsilon-near zero mode96 which 

occurs in the vicinity of 𝑅𝑒ሺ𝜖) = 0; i.e., the crossing point of 𝑛 and 𝜅 (Figure 5-1). 

5.2 Plasmons 

The underlying mechanism that gives rise to the ATR-SEIRAS effect remains a poorly 

understood concept. Various interpretations in the literature (and within the Burgess group) invoke 

“plasmonic” factors. Prior to the work of this thesis, the group did not have the necessary tools to 

attempt a systematic evaluation of the relevancy of various surface plasmon polariton (SPP) 

mechanisms. Evaluating possible SPP contributions requires knowledge of the permittivity 

function of all the layers in the ATR-SEIRAS substrate. The successful implementation of the 

Drude model for the ITO layer and Bruggeman EMA for the Au-composite layer now enables 

such an evaluation.  

As indicated in Figure 2-9, several interfaces of the ATR-SEIRAS substrates investigated 

in this thesis work present possible scenarios where various SPP modes might manifest.  In 

addition to laterally propagating SPP modes, thin conductive films also allow ENZ modes where 

charge oscillates from one side of the film to the other. Finally, the electrodeposited Au films may 

behave as isolated nanoparticles at low fill-factors, enabling the possibility of localized SPPs. If 
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SPPs (propagating, localized or ENZ modes) are excited under the conditions of an ATR-SEIRAS 

experiment, they may be at least partly responsible for the surface enhancement effect. Identifying 

any relevant SPPs would inform efforts to adjust the optical properties of the films and 

experimental conditions (AOI, polarization) to maximize the enhancement.  

5.2.1 Propagating Surface Plasmon Polariton (PSPP) Modes 

In general, satisfying the momentum matching condition for exciting a propagating SPP 

requires an incident EM wave to be propagating in a high refractive index medium, impinging on 

a conductor/dielectric interface. Osawa et al.42 concluded that propagating SPPs are unlikely to be 

responsible for the enhancement observed on traditional all-metal SEIRAS substrates for two main 

reasons. Firstly, the enhancement seen from the evaporated Au metal island films is observed at 

all angles but is highest at grazing angles of incidence. Conversely, PSPP modes are only operative 

under momentum matching conditions, which occur under a very narrow range of angles, very 

near the critical angle (eqn. 2-1). For typical ATR crystal materials, the critical angle occurs much 

closer to normal incidence than the angles where the highest enhancement is observed on pure Au 

substrates. Secondly, PSPPs are only excited by p-polarized light, while SEIRA spectra can be 

observed for both s- and p-polarized light (albeit higher enhancement is generally observed for p-

polarized light).  

Unlike conventional all-metal substrates supported directly on the ATR crystal, substrates 

with a CMO underlayer show their maximum enhancement at angles just above the critical angle, 

as would be expected if PSPPs were the dominant contributor to enhancement (to be discussed in 

section 5.3.3). To evaluate whether a PSPP may be supported at an interface, recall that the 

momentum matching condition requires that the two materials forming the interface have opposite 

permittivities, i.e., the interface must be between a conductor and a dielectric. Three interfaces 

which could conceivably have opposite-signed permittivities were identified in Figure 2-9 as 

potential locations where PSPPs may be supported, namely: 1) Si prism/CMO, 2) Au 

composite/solution, and 3) CMO/Au composite. 

5.2.1.1 Si prism/CMO interface 

First, consider the Si prism/CMO interface. It is not possible to excite a purely propagating 

SPP at a metal/dielectric interface by going through the dielectric material, no matter how high the 
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index of the dielectric. As 𝜔 → 0, the permittivity of an undamped Drude-modelled conductor 

approaches −∞ and therefore 𝑘𝑥,𝑃𝑆𝑃𝑃 →
𝜔

𝑐
√𝜖𝑑𝑖𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐 according to equation 2-21. The 

wavevector of the PSPP at any frequency between 0 and 𝜔𝑆𝑃𝑃 will be higher than the wavevector 

passing through the dielectric, even at grazing incidence. Thus, to attain momentum matching 

conditions, the excitation photon must pass through a material having a higher permittivity than 

the dielectric involved with the PSPP. For this reason, a purely propagating SPP can be ruled out 

at the Si/CMO interface, since the excitation photon is passing through the same dielectric (Si 

prism) as the dielectric at the interface in question. However, for highly damped “conductors” 

(poor conductors), there may be the possibility of exciting damped SPPs, since the imaginary part 

of the conductor’s permittivity broadens the resonance. The wavevector of the surface mode 

becomes complex, which indicates a damped mode.  

The wavevector for the Si/metal-like CMO interface (calculated by the dispersion relation 

given by eqn. 2-21) only matches the wavevector through the Si prism at frequencies above 𝜈𝑆𝑃𝑃 

(Figure 5-2A), that is, frequencies which are, by definition,  not PSPPs. This is evident by 

observing the significant imaginary component of the wavevector, which indicates that the surface 

wave is decaying exponentially. Furthermore, these frequencies lie significantly outside the upper 

bound of the mid-IR region of the EM spectrum. For the dielectric-like CMO, the damping factor 

has broadened the resonance considerably and the overall magnitude of the wavevector is quite 

low. Momentum matching conditions are achieved at mid-IR wavelengths and at commonly 

accessible angles, but again these are not purely propagating SPPs, and the surface wave is highly 

damped because 𝐼𝑚ሺ𝑘𝑃𝑆𝑃𝑃) is quite large. It is possible that this quasi-PSPP may contribute to the 

surface enhancement, however the effect is likely small since it is highly damped. Furthermore, 

the parameters of the dielectric-like CMO are the upper bound of what may be realistically 

achievable for the damping factor of a CMO, and the typical ITO films used in this work were 

considerably more conductive. 
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Figure 5-2: In-plane wavevector components of PSPP at the interface between the Si prism and 

CMO interface for: A) metal-like CMO and B) dielectric-like CMO. The intersection between the 

PSPP wavevector (red) and the wavevector of the excitation polariton in the Si prism (indigo to 

teal at AOIs from 17.1o to 90.0o) indicates the conditions (frequency, angle and wavevector) where 

a PSPP may be excited. 

5.2.1.2 CMO/Au composite interface 

Thoroughly investigating and concisely reporting all the possible PSPP modes which may 

exist at the CMO/Au-composite interface is challenging due to the large range of optical properties 

available by combinations of CMO and Au-composite layers.  

Table 5-1 presents the results of analyzing the wavevector matching conditions for the four 

broad categories of CMO/Au composite interfaces. The main conclusion from this table is that for 

any combination of materials investigated, there was never any set of conditions which resulted in 

a minimally damped PSPP occurring in the mid-IR at moderate AOIs relevant to an ATR-SEIRAS 

experiment. 
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Au fill factor 

CMO type 

Low fAu High fAu 

Dielectric-like 

CMO 

Minimally damped PSPPs in mid-IR 

occurring only very near the θcrit. 

Highly damped PSPPs in mid-IR 

occurring at moderate AOIs. 

Metal-like CMO 
Minimally damped PSPPs blue 

shifted out of mid-IR. 

Permittivity of both materials has 

the same sign; no PSPPs. 

 

Table 5-1: Summary of investigation of momentum matching analysis for CMO/Au composite 

interface. 

5.2.1.3 Au composite/solution interface 

As for the Au composite/H2O interface, wavevector matching occurs only very near the 

critical angle. At higher metal volume fractions, the matching angle increases, however the 

frequency is blue shifted out of the mid-IR and is therefore not relevant to ATR-SEIRAS 

enhancement (Figure 5-3). 

 

Figure 5-3: Wavevector matching condition for the Bruggeman-modelled Au-composite/H2O 

interface. The frequency and AOI of each intersection between kx (PSPP Bruggeman/H2O) and kx 

(Si) is plotted to identify possible PSPPs. 

5.2.2 Epsilon Near Zero (ENZ) Modes 

It is clear from the experimental external reflectivity spectra (Figure 5-4) of the CMO films 

that there is a decrease in reflectivity which occurs at the screened bulk plasma frequency. This 
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peak is only observed in the p-polarized spectrum and the position is angle-independent, which is 

indicative of an ENZ mode (Figure 5-4).  

 

Figure 5-4: Experimental external reflectivity spectra of an as-deposited (unannealed) 50 nm ITO 

film demonstrating the excitation of an ENZ mode at ~4200 cm-1. 

Rhodes et al.49 have demonstrated that either ENZ modes or PSPPs can be excited for the 

glass/ITO/air system, and the thickness of the ITO film determines which phenomenon will be 

expressed. Analogous calculations were performed using a high index Si prism instead of glass 

and H2O as the backing layer to identify ENZ and PSPP modes in the ITO films used in this work. 

Figure 5-5 shows the modelled reflectivity for light internally reflected from the interface of water 

and two different thicknesses of an ITO film supported on Si. ENZ modes are only supported on 

ITO layers thin enough to support charge localization perpendicular to the surface. In contrast, the 

PSPP oscillation of unbound electrons is parallel to the surface. At the conductor−insulator surface, 

a PSPP mode results in an evanescent wave which extends into both sides of the interface. The 

evanescent wave cannot be supported if the thickness of the CMO is smaller than the skin depth 

of the material. Thus, below ~50 nm, the ITO layer only supports ENZ modes, whereas above 

~100 nm only PSPP modes are observed. Figure 5-5A shows the ENZ mode as a pronounced dip 

in the ratio of Rp to Rs that occurs at the frequency where the real and imaginary parts of the 

refractive index of ITO converge. Figure 5-5B shows the PSPP that develops for thicker ITO 

layers. Unlike the ENZ mode, the frequency of the PSPP mode is highly dependent on AOI. The 

PSSP is most pronounced at angles close to the critical angle and its amplitude rapidly diminishes 
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with increasing angle of incidence. These calculations allow an assessment of the relevancy of 

ENZ and PSPP modes to experimental ATR-SEIRAS.  

As the PSPP mode is not observed in modelling calculations until the film is several times 

thicker than the CMO layers used in these experiments, it is highly unlikely to be active in our 

SEIRAS experiments. On the other hand, the ENZ mode is likely operative but for the typical ITO 

films produced and modelled in this work, the resonance occurs only at near-IR frequencies (~8000 

cm-1). However, since the plasma frequency of CMOs can be tuned by modifying the deposition 

and annealing conditions, this presents an interesting possible research project to engineer the ITO 

optical parameters such that ENZ modes are supported in the mid-IR. 

 

Figure 5-5: Ratio of p- to s-polarized modelled reflectivity spectra for the Si/ITO/H2O system. The 

30 nm film (A) demonstrates an ENZ mode, while the 160 nm film (B) demonstrates a PSPP whose 

frequency is angle dependent. The feature beyond 14000 cm-1 is a nonresonant phenomenon  

resulting from the ITO acting as an interference antireflection coating.49 

5.2.3 Localized Surface Plasmon Polariton (LSPP) Modes 

It is difficult to make any definitive statements regarding the presence or absence of LSPPs, 

as these resonances are polarization and angle-independent and given the metal particle size and 

shape inhomogeneity, the response is likely to be quite broadband. The electrodeposition 

procedure yields nanoparticle films where the particles are in the correct size regime for LSPPs to 

be relevant. At low fill factors, the particles are reasonably well isolated, but as the metal content 

is increased, it appears from the SEMs (Figure 5-9) that the particles contact each other. The gaps 

between particles, particularly for high aspect ratio particles, have long been known to provide 
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extremely high field strengths such as are seen in SERS, but the EMA approach cannot provide 

any insight into these near-field effects. It is plausible that excitation of LSPPs contribute to the 

surface enhancement, however some finite-element method would be required to conclusively 

determine whether that is the case.  

In conclusion, as it stands for a typical ATR-SEIRAS experiment the PSPPs and ENZ 

modes raised as possibilities in Figure 2-9 are either absent or of minimal contribution to the 

enhancement observed in a typical ATR-SEIRAS experiment involving frequencies in the range 

of 400 to 3000 cm-1 and at AOIs of 40 to 70°. The relevant range of angles for ENZ and PSPP 

excitations is rather close to the critical angle, which is not easily experimentally accessible using 

our off-the-shelf variable incidence angle optics accessory. Similar to pure Au substrates, the ITO-

Au substrates also show significant signals with s-polarized light. For these reasons, ENZ and 

PSPP resonances are unlikely to be responsible for the enhancement effect under the conditions of 

a standard experiment. No definitive statements about the relevance of LSPPs can be made without 

finite-element analysis, however there is evidence of significant imaginary wavevector 

components at certain interfaces which is a precondition for LSPPs.  

Identifying and understanding plasmonic phenomena in thin films used for ATR-SEIRAS 

is of considerable interest to gaining a deeper comprehension of the SEIRAS enhancement 

mechanism. Both PSPP and ENZ modes have been shown to be unlikely contributors based on our 

current experimental conditions. However, modelling the permittivity functions (using the Drude-

Lorentz and EMA models described in this thesis) opens the possibility of customizing the optical 

properties and experimental parameters to match calculated SPP conditions. Such an approach 

could lead to significant improvement in ATR-SEIRAS enhancement factors and detection limits. 

However, it is also vitally important to recognize that part of the utility of the EMA/TMM 

approach is that it abstracts from these details and provides the optical response without any 

allusion to plasmonic enhancement mechanism. In other words, the EMA/TMM approach can be 

used to model SEIRAS activity regardless of whether plasmonic modes are active. Instead, 

EMA/TMM reduces the problem to a far-field assessment of changes in the interfacial reflectivity 

manifested by the presence or absence of an adsorbed layer. Accordingly, the following sections 

will not make any further determinations as to the physical origin of the observed enhancement 
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but rather the performance of CMO-Au substrates will be analyzed by comparing experimental 

results to EMA/TMM modelling results. 

5.3 Evaluating SEIRAS response 

To evaluate the performance of the EMA model in describing the surface enhancement as 

a function of deposition, four depositions were performed using different underlayers: ITO and 

IZO, each in the “as deposited” and “annealed” states. Au was electrodeposited in the presence of 

0.1 mM of 4-methoxypyridine (MOP), which is the test analyte used to measure the IR response, 

selected for its strong IR bands and highly reversible desorption on Au surfaces. Typically, when 

performing a deposition to obtain an ATR-SEIRAS substrate for a further experiment, the Au 

deposition process is halted after attaining an absorbance signal of approximately 10-15 × 10-3 of 

the 1309 cm-1 band of MOP in order maximize the signal while avoiding distorted bands. To 

investigate a more complete range, the depositions presented in this section were continued well 

beyond this point, until the signal became difficult to reliably measure above the noise.  

Absorbance spectra were collected during the course of the Au electrodeposition to obtain 

the response of the films at a range of metallic Au content, which can be compared to modelled 

spectra at different fill fractions. Three characteristic parameters of the absorbance spectra were 

calculated, and are plotted as a function of the extent of Au deposition: peak-to-peak absorbance 

(Figure 5-6), bimodality parameter (Figure 5-7) and integrated detector signal, which is a proxy 

for the overall reflectivity of the substrate (Figure 5-8). The subplots labelled A) are experimental 

data, while the B) subplots are modelled data using the EMA/TMM approach for an analogous 

system, namely: Si / 25 nm of ITO / 25 nm of Bruggeman-modelled composite / H2O. 

The first significant observation is that over the course of the deposition, the IR 

enhancement increases until it reaches a maximum, and then the decreases as further Au is 

deposited. This general trend is predicted by EMA calculations, but there are two maxima rather 

than one (Figure 5-6). Both experiment and model demonstrate that the overall level of 

enhancement is higher for unannealed (dielectric-like) CMO. 
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Figure 5-6: Absorbance peak height as a function of the extent of Au deposition for different CMO 

underlayers.  

The general trend of the bimodality parameter of the EMA model matches the experiment 

somewhat, where the peaks are initially largely upright and the peak assymmetry increases, 

becoming somewhat inverted (bimodality parameter < 0.5) before a partial recovery. The 

correspondence between experiment and model is not altogether satisfying, partly because the S/N 

of the experimental data after many Au deposition cycles is quite low. The annealed (conductive) 

CMO films become more inverted than the unannealed films, however the effect predicted by 

calculations is much less significant than that observed experimentally. 
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Figure 5-7: Calculated bimodality parameter (as defined in section 3.2) as a function of extent of 

Au deposition for different CMO underlayers. A) shows experimentally derived data, and B) shows 

the analogous Bruggeman-modelled data. 

The detector counts provide a measure of the reflectivity of the overall system as the 

deposition progresses. During the initial stage, the reflectivity drops rapidly, then reaches a local 

minimum. For annealed CMO, the reflectivity increases again as the layer becomes a metallic 

reflector. This increase in reflectivity is not observed in the experimental data for unannealed 

CMO, but it is likely that eventually the reflectivity would increase if the deposition had proceeded 

further by nature of increasing the density and thickness of the Au layer. 



71 

 

  

Figure 5-8: Overall substrate reflectivity as a function of deposition for different underlayers. A) 

plots the detector counts of the sample single beam spectrum as a stand-in for the reflectivity while 

B) is the directly computed sample reflectivity averaged over the entire spectral range. 

For each of the parameters plotted in the above figures, the annealed CMO films behave 

quite similarly. The optical responses of the unannealed films are likewise correlated. The 

differences between ITO and IZO seem not to be especially relevant to the behaviour of the films. 

This is sensible, as the optical properties of the two CMOs are quite similar, but annealing makes 

them considerably more conductive. 

While the general empirical trends observed in the absorbance peak height, bimodality and 

overall reflectivity broadly confirm the EMA modelling results, the correlation is far from perfect, 

but this is likely not a failing of the underlying physics assumed in the model. As performed in this 

work, the electrodeposition of Au nanoparticle films on CMO underlayers yields SEIRAS 

substrates which depend quite significantly on whether the CMO is annealed or not -- much more 

than would be expected by the modelling results. The model assumes that identically structured 

Au nanoparticle films can be produced on top of different CMO layers, and the differences between 

dielectric-like and metal-like CMO seen in the B) subplots are therefore purely attributable to 

optical properties of the underlayer. However, when the optical properties of the underlayer are 

modified by annealing or changing the composition, the electrical properties are also modified. 

This makes it challenging to untangle the electrical effects of the substrate which cause different 
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electrodeposition conditions and hence morphology from the differences attributed to the different 

optical properties of the underlayer, assuming the composite layer on top is identical. For example, 

Figure 5-6A clearly demonstrates an enhancement maximum at a lower number of deposition 

cycles for annealed CMO films than unannealed ones. This is not predicted by the EMA modelled 

spectra. It is very likely that the deposition proceeded more rapidly on the annealed substrates due 

to their greater electrical conductivity. Since the deposition cycles are potentiostatic, the resistance 

of the electrode and the resistance of the solution will act as a voltage divider and the relative 

resistances will affect the current delivered. More conductive CMO electrodes will have a lower 

voltage dropped across them, and therefore the voltage across the solution is higher and a larger 

current can be delivered. Therefore, the number of deposition cycles (as described in section 3.3) 

does not map one-to-one onto the fill fraction of Au. The lack of a simple experimental method to 

measure the Au fill fraction presents a significant challenge in comparing experimental data to 

EMA-modelled results. The next section will describe one possible method to determine the 

volumetric fill fraction of an electrodeposited Au film.  

5.3.1 Model to Extract Fill Factor From SEM of SEIRAS film 

In order to model the permittivity of the Au composite films using EMA, the microscopic 

morphology of the metal particles must be characterized. The most critical parameter impacting 

the resulting permittivity of the composite effective medium is the fill factor, usually defined as 

the volumetric fraction occupied by each component material. To determine the fill factor, an SEM 

image of a representative sample (Figure 5-9a) was acquired and thresholded to generate a binary 

image with gold particles in white and the ITO underlayer in black (Figure 5-9b). The area-based 

fill fraction can be readily determined from the histogram (Figure 5-9c). The image was analyzed 

for particles in Image J for particles having an area between 10 and 3000 nm2. From the particle 

count and mean particle area, the mean particle radius and thus the total volume of the particles 

can be calculated, assuming spherical particles. The total volume of the field of view was 

calculated using the diameter as the height of the rectangular prism. Finally, the volume fill fraction 

is calculated by dividing the total volume of the particles by the volume of the field of view. 
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A) Original SEM image of 

electrodeposited Au on 

ITO electrode. 

B) Thresholded image used 

for image analysis. Scale 

bar is 500 nm. 

C) Histogram obtained by 

particle analysis using 

Image J (20 bins). 

Figure 5-9: SEM of SEIRAS film to extract parameters for EMA modelling. 

This method generates a reasonable fill factor, but it should be noted that selecting an 

appropriate threshold point to isolate the metal particles is a somewhat subjective process. The 

particles are also by no means perfect hemispheres (aspect ratio 1.7 ± 0.6; circularity 0.5 ± 0.2) 

and they have a large size variance (RSD = 0.9). 

Correlating the film morphology obtained by SEM post facto with the in-situ performance 

of the layer presents additional difficulties. The Au-MOP system is chemically reactive, even 

without applying any potential.36,97 These spontaneous chemical reactions can continue to occur 

after the last scan prior to emptying the cell. In addition, some of the gold particles do not appear 

to be strongly attached to the ITO electrode. Rinsing the substrate in preparation for SEM causes 

some particles of physisorbed Au to be washed off. Mobility of Au atoms at room temperature is 

fairly significant, and cycling the potential as is often done in an electrochemical experiment can 

cause significant restructuring of the Au layer,98 depending on the electrolyte composition. A film 

which is first imaged by SEM and then loaded into a cell for an experiment may undergo 

appreciable morphological changes throughout the course of the experiment such that its optical 

properties do not correlate with the film morphology seen by SEM prior to the experiment. 

5.3.2 Nucleation and Growth 

Deposition of Au onto a Au electrode is more thermodynamically favourable than 

deposition of Au onto ITO.99 Thus, in the presence of a large number of gold nuclei, further 

reduction will generally cause Au to be deposited on top of existing nuclei rather than causing 

further nucleation. This implies that there are generally two regimes to an electroreduction process: 

an early period where there are no or few nuclei in which nucleation is dominant and a later period 
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where growth of existing nuclei dominates. The overpotential applied during the early part of the 

deposition can increase the number of nuclei (high overpotentials) or instead cause concurrent 

nucleation and growth (lower overpotentials). As the nuclei begin to grow, a diffusion-controlled 

zone develops around each particle as it depletes the precursor in its vicinity. It appears that the 

range of fill factors investigated by the experiments reported in Figure 5-6 to Figure 5-8 is 

significantly less than the corresponding calculations from 𝑓 = 0 to 𝑓 = 0.7. Additionally, the 

number of deposition cycles does not map linearly onto the fill factor, which can be seen by the 

stretched “tail” of the A) subplots of Figure 5-6 to Figure 5-8 compared to the corresponding 

calculations shown in the B) subplots. One hypothesis consistent with this observation is that a 

multilayer of particles develops which is a porous film. As further deposition cycles are carried 

out, further reduction of Au occurs at the topmost surface (closest to the bulk of solution) where 

Au ions are most abundant, increasing the thickness of the porous structure without significantly 

increasing the infill of the layer. Thus, early deposition cycles increase the fill factor to a greater 

extent than later deposition cycles. Figure 5-10c demonstrates that multilayers of Au particles are 

observed after extended electrodeposition, while significant void space remains. 

   

A) 2.5 mC B) 10 mC C) 40 mC 

Figure 5-10: Representative SEMs of electrodeposited Au on annealed ITO for the stated charges. 

Crystal defects on the electrode surface provide sites where nucleation is more likely to 

occur.100 Thermal annealing changes the crystallinity of the CMO film as well as the number of 

defects. Of course, the conductivity of the CMO also increases as a result of annealing. For any 

given voltage, the current density will increase as the electrode’s conductivity increases. These 

changes in the defects, crystallinity, and electronic properties of the ITO cause major differences 

in the morphology of a metal film electrodeposited using that material as an electrode. In general, 

it can be seen in Figure 5-6 to Figure 5-8 that the deposition proceeded more rapidly in the annealed 
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films compared to their unannealed counterparts. The increased conductivity resulted in larger 

current densities and more reduction of gold per deposition cycle. In a computer model, it is trivial 

to change the optical properties of the ITO layer without changing the properties of the composite 

layer. However, experimentally changing the opto-electronic properties of ITO also changes the 

nature of the composite layer even (especially) if the electrodeposition procedure remains the 

same. As discussed in the section 5.3.1, accurately characterizing the composite films in terms of 

the simplified parameters of the Bruggeman model makes even semi-quantitative comparisons 

problematic. The computational model is useful for determining the effects of changing the CMO 

underlayer in isolation, but not in predicting the performance of an enhancing film produced by 

electrodeposition on that material. 

5.3.3 CMO-Au Films Compared to Conventional Pure Au Films 

To evaluate the polarization and angle-dependent responses of Au-ITO films, the spectra 

collected by my colleague Erick Lins (Figure 5-11) will be discussed in comparison to my 

modelling results. 

 

Figure 5-11: Angle-dependent SEIRAS of 𝜈𝐶𝑁 mode of cyanate for p- and s-polarized light. 

In a traditional SEIRAS film, the metal must provide the conductivity required to behave 

as the working electrode. To account for both the high conductivity and the surface-enhancing 

properties, these films have been modelled as a continuous bulk metal underlayer which supports 
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the textured composite layer. As seen in the yellow traces in Figure 5-12, enhancing films 

supported on a continuous gold layer are highly dependent on the polarization with s-polarization 

providing a fraction of the signal compared p-polarization. Additionally, the p-polarized response 

is highly angle dependent, showing increased apparent absorption as the angle is increased above 

the critical angle, until a maximum absorbance is reached, and it declines at very large angles. This 

is typical behaviour for all-metal SEIRAS films and is borne out by experiments using both 

vacuum-deposited101 and electrolessly-deposited102 films.  

This behaviour can be explained quite well by the physics underlying the surface selection 

rule, described in section 2.1.3. Given the conductive underlayer, s-polarized light is not expected 

to excite any observable modes. Above the critical angle, the fraction of p-polarized light capable 

of exciting modes that are allowed by the surface selection rule increases as the angle is increased, 

since the fraction of the electric field vector oscillating normal to the interface continually increases 

as the angle of incidence becomes more grazing. At extremely grazing angles, the interface 

becomes so highly reflective that a sharp decrease in the absorbance intensity is observed. It can 

be readily seen by looking at the equations for the Fresnel reflection coefficients (equations 2-12 

and 2-14) that as 𝜃 → 90°, then cosሺ𝜃) → 0. The effect of the two refractive indices becomes less 

and less relevant and the reflection coefficients approach 1 for p-polarized light and -1 for s-

polarized light. The observable consequence of this is that the overall reflectivity becomes very 

high and is independent of the refractive indices of the materials, so it is sensible that this would 

manifest as a lower apparent absorbance intensity. 

 

Figure 5-12: Comparison of enhancement and spectral line shapes for traditional all-metal 

SEIRAS films and ITO/Au composite films. The markers represent experimental data points 
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calculated from the spectra shown in Figure 5-11. The experimental absorbance data was 

normalized such that the point at 40 degrees lies on the calculated curve. 

In contrast to the all-metal substrate, the CMO underlayer shows significantly different 

behaviour. Firstly, the difference between the absorbance peak heights of s- and p-polarization is 

much reduced. As shown in Figure 5-12b, both s- and p-polarized spectra trend downwards as the 

AOI is increased. Both these trends in the calculated spectra are validated by the experimental data 

(Figure 5-11 and data points in Figure 5-12b). This behaviour suggests that the underlayer is not 

behaving as a perfect conductor where the surface selection rule would apply. The impedance of 

the ITO prevents it from fully screening electric fields parallel to the interface, so a significant 

response is observed with s-polarized light. Under these conditions, p-polarized light is effective 

at all angles, so there is no increased signal at higher angles. The falloff in absorption intensity as 

the angle is increased is entirely a consequence of the Fresnel equations.  

The p- and s-polarized spectra are approximately 35 and 100 times more intense, 

respectively than their corresponding spectrum calculated with the pure metal substrate also 

measured in the ATR-SEIRAS configuration. This is explained by calculating F, the electric field 

intensities, defined as: 

𝐹ሺ𝑧) =
|𝐸+ሺ𝑧) − 𝐸−ሺ𝑧)|2

|𝐸+ሺ𝑧 = 0)|2
  5-1 

where 𝑧 is the position along the optical axis (perpendicular to the interfaces), and 𝐸+ and 𝐸− are 

the forward- and backward-propagating electric field amplitudes, respectively. These electric field 

amplitudes are intermediate quantities in the calculation of R and T using the TMM103 and can be 

calculated independently for each polarization state. The field strengths at Bruggeman 

composite/H2O interface are plotted for pure Au and CMO-Au substrates in Figure 5-13. The field 

strengths are normalized by cos 𝜃 to account for the elongated beam spot at non-normal incidence. 

The relative enhancement difference is larger for s-polarization since the CMO underlayer 

substrate is capable of supporting electric fields parallel to the interface, while these are nearly 

totally suppressed by the conductive Au layer with the conventional substrate. The overall increase 

in absorption intensity can largely be attributed to the increased transparency of the ITO compared 

to the same thickness of continuous Au (see value of 𝜅 in Figure 5-1). 
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Figure 5-13: Electric field strength calculations for: yellow trace: Si, 25 nm Au, 25 nm composite, 

H2O; purple trace:  Si, 25 nm ITO, 25 nm composite, H2O. 

The sharp absorption feature near 22 degrees deserves a brief comment. This is very near 

the critical angle for the prism-electrolyte interface. The addition of the thin films (conductive 

underlayer and enhancing composite layer) causes the angle to shift slightly. The angle will even 

shift slightly upon adsorption of a molecule, which is the premise underlying SPR. The large 

absorption is caused by exciting a PSPP and the angle corresponds to the momentum matching 

condition for a propagating surface mode with a polariton (section 2.7.3). Although the electric 

field is greatly enhanced at this angle, it occurs over too narrow of a range to be broadly useful for 

ATR-SEIRAS and furthermore, the very low angle of incidence is experimentally challenging to 

access. 
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5.4 Spectral Line Shapes 

As previously mentioned in section 2.1.3, the asymmetric spectral lineshapes frequently 

observed in ATR-SEIRAS spectra have been explained as a consequence of Fresnel’s equations 

for adsorbates on moderately reflecting substrates.40,41 This is somewhat unsatisfying, as it is not 

clear what threshold of optical parameters define the limits of “moderately reflecting”. The details 

of how lineshape asymmetry develops are obscured by TMM calculations, which prevent an 

intuitive appreciation of how moderate reflectivity arises from the material properties. This section 

develops an alternative, complementary explanation: that asymmetric lineshapes can be predicted 

with reasonable accuracy solely based on the material properties (𝑛 and 𝜅) of the Bruggeman 

composite layer. 

To begin, when attempting to explain the unconventional spectral line shapes often 

observed in experimental spectra (see for example, the asymmetry in the peaks in Figure 5.7), it 

should first be recognized that the “absorbance” spectrum in the context of SEIRAS is not the 

same as a classical transmission experiment. The absorbance in a transmission experiment 

quantifies the power loss of an absorbing medium by measuring the irradiance (units of 𝑊 ⋅ 𝑚−2) 

spectrum in the presence and absence of an absorbing analyte. The absorption coefficient ሺ𝛼) can 

then be calculated by recognizing that the irradiance ሺ𝐼) in a lossy medium decays exponentially 

as a function of distance ሺ𝑧), according to the Beer-Lambert Law: 𝐼 = 𝐼0 expሺ−𝛼𝑧). In SEIRAS, 

what is often discussed as an “absorbance” spectrum is actually a differential reflectance spectrum, 

which is computed analogously to absorbance in a transmission experiment by the expression: 

− log (
𝑅𝑚𝑎𝑡𝑟𝑖𝑥+𝑎𝑑𝑠𝑜𝑟𝑏𝑎𝑡𝑒

𝑅𝑚𝑎𝑡𝑟𝑖𝑥
).  

In a transmission experiment, the change in the real part of the refractive index of the matrix 

by the introduction of an absorbing molecule is very small because it is dilute. Furthermore, it does 

not significantly impact the measurement because the matrix and analyte are thoroughly mixed 

and behave as a single optical material without any interface. Thus, the molar absorptivity is 

fundamentally a measurement of how the absorber changes the matrix’s value of 𝜅, and the change 

in 𝑛 does not substantially affect the measurement. Conversely, in ATR-SEIRAS the system is 

well-described as a series of stratified layers: the prism, the underlayer (if any), the enhancing 

composite film, and the matrix. If the analyte adsorbs on to the surface of the enhancing film, one 
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can consider two states: 1) a “reference” state where the composite film is composed solely of the 

electrolyte and the metal and 2) a “sample” state where the adsorbate is also present. Because the 

adsorbate is localized to the surface of the film, its local concentration is very high, and it displaces 

some of the electrolyte. Accordingly, the real part of the refractive index of the composite film 

undergoes a small, but significant change in 𝑛 upon adsorption of the analyte. Because of the 

system of layers, changes in 𝑛 will cause changes in the interfacial reflectivity in accordance with 

the Fresnel reflection coefficients. 

As stated in the introduction to this section, it is tempting to examine the expression for 

reflectivity and analyze how its value would change with small changes to the refractive index of 

the composite layer. The fully expanded complex expression for the reflectivity of a 3-phase 

system contains a bewildering number of terms. Simply examining an expression with so many 

terms does not provide intuition as to how a small change to the refractive index caused by the 

adsorbate will affect the overall reflectivity.20 Although the presence of an adsorbate will dissipate 

energy at the resonant frequency of its vibrational mode, it is possible that the overall reflectivity 

of that interface at that frequency will increase as a result of the modulated permittivity, which is 

simply a result of the Fresnel equations. It is somewhat unsatisfying to lack a simple theoretical 

intuition, however, the reflectivity can be numerically evaluated over a broad range of conditions 

to determine the set of conditions under which it is expected that bimodal or inverted line shapes 

will appear. 

Rather than analyzing the expressions in detail, this work has attempted to draw 

generalizations by brute numerical evaluation under a broad range of conditions. This is a sort of 

in silico empirical approach: to simulate various types of composite films and observe trends in 

the results. Although it lacks an intuitive mathematical representation of the underlying 

phenomenon, the computation is fairly rapid, and the domain of applicability can be extended by 

performing additional calculations under the parameter space of interest. The most significant 

result of this approach is the observation that the permittivity of the composite layer as a function 

of frequency is an excellent predictor of the line shape of the computed absorbance. First, the real 

and imaginary refractive index (RI) components of the composite layer in the presence of adsorbate 

are normalized by the respective components of the RI without the adsorbate. Over the small 

spectral range of a vibrational absorption band, the RI of the composite layer in the absence of the 
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adsorbate is nearly constant, however a pointwise normalization was performed. The spectral line 

shape of the product of the normalized 𝑛 and 𝜅 matches the general shape of the calculated 

absorbance very well for p-polarized light and all angles and for s-polarized light at lower angles 

(Figure 5-14). This can be somewhat rationalized by recognizing that the imaginary component of 

𝜖 scales with the product of 𝑛 and 𝜅 (recall that 𝜖 = ሺ𝑛 + 𝑖𝑘)2), which accounts for absorptive 

loss. This is not a perfect predictor; at grazing angles with s-polarized light, there is an additional 

region of bimodality occurring above the end of the percolation transition (typically around 𝑓 =

0.4) which is not demonstrated in product of 𝑛 and 𝜅. 

 

Figure 5-14: From left to right: calculated RI, absorbance, and reflectance for the 3-phase 

Bruggeman formula for spheres containing metal, organic, and water. Reflectivity and absorbance 

are calculated at 60 degrees using p-polarized light. These plots were calculated at 𝑓 =
1

3
, however 

the product of the normalized 𝑛 and 𝜅 values (dashed green trace) matches the line shape of the 

absorbance fairly well at all values of f. 

If it is accepted that the product of 𝑛 and 𝜅 is a reasonable predictor of the absorbance line 

shape, the origin of the asymmetric line shapes near the percolation threshold can be understood 

by examining a simplified case using a two-phase Bruggeman model for spheres (in 3-

dimensions). 

𝑓
𝜖𝑚𝑒𝑡 − 𝜖𝐵𝑅

𝜖𝑚𝑒𝑡 + 2𝜖𝐵𝑅
+ ሺ1 − 𝑓)

𝜖𝑜𝑟𝑔 − 𝜖𝐵𝑅

𝜖𝑜𝑟𝑔 + 2𝜖𝐵𝑅
= 0   5-2 

Expanding and simplifying yields the following polynomial: 

−2ሺ𝜖𝐵𝑅)2 + [ሺ3𝑓 − 1)𝜖𝑚𝑒𝑡 + ሺ2 − 3𝑓)𝜖𝑜𝑟𝑔]ሺ𝜖𝐵𝑅)1 + 𝜖𝑚𝑒𝑡𝜖𝑜𝑟𝑔ሺ𝜖𝐵𝑅)
0 = 0 5-3 

The roots of this polynomial are: 
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𝜖𝐵𝑅 =

ሺ3𝑓 − 1)𝜖𝑚𝑒𝑡 − 𝜖𝑜𝑟𝑔 ± √ሺ9𝑓2 − 6𝑓 + 1)𝜖𝑚𝑒𝑡
2 + ሺ10 − 6𝑓)𝜖𝑚𝑒𝑡𝜖𝑜𝑟𝑔 + 𝜖𝑜𝑟𝑔

2

4
 

5-4 

At the percolation threshold in 3-dimensions (𝑓 =
1

3
), the roots simplify considerably: 

𝜖𝐵𝑅 =
𝜖𝑜𝑟𝑔 ± √8𝜖𝑚𝑒𝑡𝜖𝑜𝑟𝑔 + 𝜖𝑜𝑟𝑔

2

4
 5-5 

Recognizing that the modulus of 𝜖𝑜𝑟𝑔 is much less than the modulus of 𝜖𝑚𝑒𝑡, the dominant 

term will be ±
1

4
√8𝜖𝑚𝑒𝑡𝜖𝑜𝑟𝑔, which can further be expressed as ±

√2

2
𝜂𝑚𝑒𝑡𝜂𝑜𝑟𝑔, in other words the 

product of the complex refractive indices of the two components and a scalar. To see why this 

product causes bimodal line shape, note that multiplying a complex number by another complex 

number can be described as a rotation and a scaling of a 2D vector on the complex plane. This 

rotation and scaling has the effect of transforming the dispersive line shape of 𝑛𝑜𝑟𝑔 into an inverted 

Lorentzian while transforming the Lorentzian line shape of 𝜅𝑜𝑟𝑔 into a dispersive one. Complex 

multiplication is more intuitive in polar form, so consider that in the mid-IR 𝜂𝑚𝑒𝑡 ≈ 1 + 30𝑖, 

which has an argument of nearly 
𝜋

2
 rad. Multiplying any complex number by 𝜂𝑚𝑒𝑡 will therefore 

have the approximate effect of rotating the vector on the complex plane by 
𝜋

2
, along with some 

scaling. This rotation will cause 𝑅𝑒ሺ𝜖𝐵𝑟𝑢𝑔𝑔𝑒𝑚𝑎𝑛) to adopt the negative line shape of 𝜅𝑜𝑟𝑔 and will 

cause 𝐼𝑚ሺ𝜖𝐵𝑟𝑢𝑔𝑔𝑒𝑚𝑎𝑛) to adopt the same line shape of 𝑛𝑜𝑟𝑔. Figure 5-15 demonstrates the rotation 

of the complex refractive index of the organic component upon multiplication by the metal’s 

refractive index. Finally, 𝜂𝐵𝑟𝑢𝑔𝑔𝑒𝑚𝑎𝑛 is calculated as √𝜖𝐵𝑟𝑢𝑔𝑔𝑒𝑚𝑎𝑛. Since the arguments are added 

when complex numbers are multiplied, the argument of 𝜂𝐵𝑟𝑢𝑔𝑔𝑒𝑚𝑎𝑛will be half of the argument 

of 𝜖𝐵𝑟𝑢𝑔𝑔𝑒𝑚𝑎𝑛; approximately 
𝜋

4
, as shown in column 2 of Figure 5-15. This will cause mixing of 

the real and imaginary line shapes, so neither component will be a pure Lorentzian or pure 

dispersive shape. The product of these “mixed” lineshapes of 𝑛𝐵𝑟𝑢𝑔𝑔𝑒𝑚𝑎𝑛 and 𝜅𝐵𝑟𝑢𝑔𝑔𝑒𝑚𝑎𝑛 yields 

a bimodal line shape, which appears similar to the leftmost plot in Figure 5-14.  
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Figure 5-15: The refractive indices of a 2-phase Bruggeman composite are in lavender while the 

permittivities are in blue. The fill-factor increases from left to right; the first column ሺ𝑓 = 0)  

corresponds to pure organic (𝜂org), while the last column ሺ𝑓 = 1) corresponds to pure metal 

(𝜂met= 1 + 30𝑖). The organic is modelled as a Lorentz oscillator with parameters: 

 𝜈0 = 1500 cm-1; 𝛾 = 20 cm-1; 𝜖∞ = 1.5 . The top row plots 𝜂 or 𝜖 on the complex plane, while 

the bottom two rows plot the components as a function of frequency. When 𝑓 = 1/3 ,  𝜖BR is 

dominated by the product of 𝜂met and 𝜂org, which manifests as a rotation and scaling of the 𝜂org in 

the complex plane (top row, 𝜂org in the first column is rotated and scaled to give 𝜖BR in the middle 

column). This appears in the individual components as a swap of their line shapes and an inversion 

in the Lorentzian (bottom rows, middle column). 

The greatest level of enhancement, as well as the greatest distortion of the line shapes 

occurs in the vicinity of 𝑓 =
1

3
 , which is the percolation threshold in 3-dimensions as defined by 

the Bruggeman model. It is noteworthy that this is the approximate region where the values of 𝑛 

and 𝜅 become equal, which is the condition of an epsilon near zero mode (ENZ). At low fill 

fractions, the RI of the composite layer is essentially that of the non-metallic phase, while at high 

fill fractions, it is dominated by the RI of the metal. As the fill factor is increased, 𝑛 of the 

composite layer increases to a maximum around the percolation threshold and then decreases while 

𝜅 increases continuously. 
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In summary, by knowing the optical properties of the materials that constitute the 

Bruggeman layer, it’s possible to predict the spectral lineshape without reference to the Fresnel 

equations. From a computational perspective, the TMM is such an efficient and rapid algorithm 

that the time savings of calculating the product of 𝑛 and 𝜅 in lieu of the full TMM is not especially 

significant. However, this does require an implementation of both the TMM and the EMA, while 

the method described here obviates the need to implement the TMM. Again, it should be 

emphasized that the major determinant of both “moderate reflectivity” and lineshape asymmetry 

in a Bruggeman-modelled material is the fill factor. In cases where the fill factor may be reliably 

determined, such as for nanoparticle films produced by electron beam lithography (EBL), it may 

be possible to use the product of 𝑛 and 𝜅 obtained by the Bruggeman EMA using the fill factor 

calculated from the CAD file to be written to predict the spectral asymmetry prior to producing 

the substrates. Of course, this approach will have the same limitations as the Bruggeman EMA, 

most importantly that it neglects near-field effects. 

To conclude, the permittivity functions of each layer in the CMO-Au hybrid substrates can 

be defined using tabulated values, the Drude-Lorentz model, or the Bruggeman EMA. This 

enabled the analysis of SPP modes, which were determined to be largely insignificant under the 

experimental conditions investigated. The permittivity functions also enable the calculation of 

simulated ATR-SEIRAS absorbance spectra, which can be compared to experimental spectra. The 

qualitative predictions of the modelled spectra reproduce the observed trends in enhancement, 

bimodality and reflectivity quite successfully. The EMA/TMM results clearly highlight the 

overwhelming importance of the fill factor parameter as the major determining factor of the 

performance of the composite film as an enhancing surface. This reveals that the major limitation 

in using EMA to model experimental nanoparticle films is the difficulty in determining the volume 

fill fractions of the particles. Unlike conventional all-metal films, CMO-Au hybrid films are most 

enhancing nearest to the critical angle, and there is a much more significant s-polarized signal. 

These differences were shown to be consistent with electric field strength calculations at the 

composite/H2O interface as a function of angle and polarization. Finally, an analysis of spectral 

lineshapes was conducted to gain an appreciation of what is meant by “moderate reflectivity” in 

terms of more fundamental material parameters.  
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6 CONCLUSIONS AND FUTURE WORK 

An algorithm for the Bruggeman EMA was developed to calculate an arbitrary number of 

ellipsoidal particle types. This model combined with the transfer matrix method provides quite a 

successful model of the experimental SEIRAS films. The modelling predicts the asymmetric line 

spectral line shapes observed, in addition to the general trend of the enhancement as a function of 

the extent of deposition. If upright, Lorentzian bands are desired, the deposition should be halted 

before the maximum signal is achieved. A shortcoming of the EMA approach is revealed by 

comparing the modelled spectra as a function of fill factor to the experimental spectra over the 

course of the deposition. The number of deposition cycles does not correlate linearly to increasing 

the fill factor, although broadly over time, as the deposition proceeds, the fill factor increases. 

The Drude model was used to describe the properties of CMOs. One significant difference 

of the CMO-metal substrates compared to all-metal films is the angle-dependent behaviour. The 

field strength is highest near the critical angle and there is a larger s-polarized signal than 

traditional films, which is rationalized by the lower conductivity of the CMO and the loosening of 

the surface selection rule. The mechanism of enhancement as applied to CMO-Au films was also 

reviewed. A complete analysis would require the calculation of the local field strengths by some 

finite element method. Propagating surface plasmon polaritons are unlikely to play a major role in 

the enhancement provided in a typical electrochemical SEIRAS experiment due to the restricted 

conditions of AOI and the narrow spectral range over which plasmons are operative. It is possible 

that enhancement could be improved by exciting surface plasmons through careful selection of the 

AOI and operating within a narrow range of fill factors. ENZ modes are observable where the 

CMO films are sufficiently thin, although they occur at a higher frequency than what is generally 

useful for mid-IR spectroscopy, and do not account for the broadband enhancement observed 

experimentally. The improved signal of CMO-Au hybrid films compared to pure Au films is 

largely attributable to the increased transparency of CMOs at mid-IR wavelengths compared to 

Au. 
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A practitioner of ATR-SEIRAS desires a means to reliably produce a highly enhancing 

film, while avoiding problematic asymmetric lineshapes that often invalidate quantification and 

spectral library searches. The EMA calculations described in this work are a helpful tool directing 

the development of new, more consistent films. However, one of the major limitations of applying 

the results of basic EMA calculations to the experimental creation of composite films is the lack 

of accessible and inexpensive preparation techniques to create highly controlled substrates having 

well-defined and easily characterized fill factors. There are two possible approaches to deal with 

this challenge: 1) develop more refined models in terms of parameters that can be readily 

measured, or 2) develop new synthetic procedures which create composite films which match the 

simple morphologies described by basic EMAs. A possible example of an improved model might 

include combining models of nucleation and growth to better relate the “extent of deposition” 

parameter in an experiment to the theoretical “fill factor” parameter required by EMA. Models 

from the percolation theory literature, such as making use of complete SEM images to better 

determine fill factors by accounting for both small and large-scale features appear to be a logical 

extension of EMA.58  

The analysis of SPPs is an exciting possibility brought forth by this thesis’s contribution 

of providing the means to calculate the permittivity functions of both the supporting CMO layer 

and the metal composite layer. Despite not being able to conclusively attribute the surface 

enhancement of CMO-Au substrates to particular plasmonic modes, the TMM/EMA approach 

presents an empirically grounded modelling tool to assist in the interpretation and development of 

substrates for ATR-SEIRAS. Commonly available variable angle accessories for FTIR 

spectrometers have their best throughput in the approximate range of 40 to 70° and ATR prisms 

typically have angles cut in this range to minimize reflective losses. There is no fundamental reason 

why variable angle accessory and corresponding prisms couldn’t be optimized closer to the critical 

angle of the prism (~20 to 30°) which might significantly increase the level of enhancement as 

suggested by the field strength calculations and PSPP analysis presented in this work. 

Many other models exist which would be even better suited to evaluate the resonances of 

structures in the low frequency domain (dimensions of structures smaller than the frequency of 

light). There are certainly more advances and extensions which could improve the EMA models 

presented here, but in the opinion of this author, exploring other categories of models may prove 
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to be a more informative approach. One interesting method is Finite Differences Frequency 

Domain (FDFD), which being a frequency domain method, is efficient for resonant systems and 

allows local fields to be visualized. There has recently been a publication describing how to 

implement this type of model at a level which should be accessible for the average chemist.104 

Of course, there are several commercial software packages available that enable advanced 

calculations to be performed without requiring the user to understand the underlying physics and 

math. If this approach is utilized, it is important for the user to take it upon themselves to learn 

about the domain of applicability and the limitations of the model, so they do not misinterpret the 

results. One benefit of implementing a model for oneself is that the implied assumptions of the 

model will be understood, curtailing undue confidence in modelling results. 

As discussed in section 2.1.1, ATR-SEIRAS remains a rather marginal technique among 

the multitude of surface-enhanced vibrational spectroscopies. It is the opinion of this author that 

the production of ATR-SEIRAS substrates having a consistent enhancement factor is the major 

factor limiting its more widespread adoption. It is unlikely that ATR-SEIRAS will ever supplant 

SPR as the dominant technique in commercial sensors optimized for sensitivity and selectivity of 

a specific biomolecule as a point-of-care diagnostic, for example. However, there remains much 

room for growth in the adoption of the technique in research environments for studying the binding 

of substrates in electrocatalysis. This thesis aims to take an early step into making ATR-SEIRAS 

more of a quantitative technique by demonstrating a wide range of substrates that can be produced 

using CMO-Au films. The fill factor was identified as the critical parameter that must be controlled 

to create reproducible enhancing films with upright absorbance peaks. It is likely that further 

research into producing better ATR-SEIRAS films will be assisted by using a model capable of 

predicting the spectral response in terms of easily accessible experimental parameters, and the 

EMA/TMM model described here demonstrates the promise of such an approach.  
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8 APPENDIX: DETAILED SPUTTERING INSTRUCTIONS 

8.1 Introductory notes 

This manual describes the procedure to be followed to  operate the magnetron sputtering 

unit (MagSput-4G2-RF/DC-HOT-UpG, Torr International, Inc.) in the thin film lab in Engineering 

3C18. The user must be trained by the owner of the equipment (at present, Dr. Robert Johanson) 

and obtain permission to utilize the equipment. This manual does not serve as a substitute to in-

person training. 

A significant concern with the current configuration of the sputtering unit is to avoid 

exposing turbo pump to atmospheric pressure while spinning. There is no interlock preventing you 

from making this very expensive mistake! 

The system has two gauges for measuring the pressure. The primary gauge is a 

“combination” gauge (green LED display). This gauge countains two sensing elements: a 

thermocouple and an ion gauge, both of which depend on the identity of the gas measured. This 

gauge reads over a large range, from atmospheric down to the lowest base pressure attaianable by 

the system. The second gauge is a capacitance manometer in (red LED display). This gauge only 

has 3 decades of range (0.001 to 1 Torr), but reads correctly regardless of the gas and should be 

preferred as the more accurate gauge in the operating regime. 

The system is colour-coded. Yellow lines indicate air pressure for pneumatically controlled 

gate valve. Green lines are for water coolant for sputtering gun and quartz crystal. 

8.2 Changing the target 

Loosen the knurled locking ring on the gun slightly. Unscrew the metal hood/shield, which 

is grounded. Under the hood is a metal collar which holds the target. This collar is under high 

voltage during operation. With one hand underneath the collar, unscrew the collar and remove the 

existing target. Install the new target in the collar and screw the collar on being careful not to cross-

thread it. Tighten until just finger tight. There is a metal sheath around the collar; slide it up. Re-

attach the metal hood/shield. There must be a gap between the hood (which is grounded) and the 

collar (which is under high voltage.) There is a gap-ing tool (piece of bent copper wire that is 
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somewhere around 8 or 10 gauge). Insert the gap-ing tool between the hood and the collar, and 

tighten the collar (but not so much that you cannot remove the gap-ing tool.) 

8.3 Calibrating the thickness measurement of the quartz crystal monitor 

Two parameters must by known and input into the control panel:  

• The empirically-determined tooling factor, independent of material 

• The Young’s modulus of the material 

These parameters can be input by depressing the “program” button, selecting the Film Number to 

store the parameters into memory, and setting the values with the up and down arrows. 

8.4 Instructions for use 

Vent the system. After making sure that the desired target is installed, load the substrates and shut 

the door. Turn the air on and open the gate valve (only if Turbo pump is not spinning!) first to 

50%, then to 100%. Shut off vent. Record in log book:  

-Air on. Gate valve open. Water on. Mechanical pump on. 

 t (min)   P (Torr) 

 1    15 

 2    .64 

 3    0.17 

 ..    .. 

 15    2.4E-5 

 

-Turbo pump on (safe to do so after pumping down to a pressure of about 0.1 T, approx. 4 min.) 

 

AC generators are used for both dielectric and metallic targets. DC is used only for conductive 

targets. Turn on the power to the RF (AC) generator, but do not press the “run” button yet. Adjust 

the incident power with the up and down arrows. Commence platform rotation by turning on the 

“motor” switch. Turn on the Ar at the tank. Consider the Ar flow controller operation:  A dial on 

the left hand side is used to change settings between: 
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• “flow”, which gives a readout of the Ar flow in units of SCCM (i.e. cm^3 / min) 

• “set”, which allows the user to change the Ar flow rate using the adjustment knob on the 

right hand side.  

A three-way switch on the bottom is used to change between the following settings: 

• “close”, for no Ar flow 

• “control”, for normal Ar flow 

• “purge”, for a burst of Ar to strike a plasma 

Record the pressure in the logbook. Turn the dial on the flow controller to “set” and verify that the 

flow rate is sensible (we used “1.7”). Open the Ar valve (toggle switch marked “Argon”.)  Switch 

the Ar flow controller switch from “close” to “control”. After several seconds, check that flow 

equals set point, i.e. that the controller is functioning properly. 

Record in log book: Flowing Ar at “1.7” ; P = 2.1E-3 Torr. 

Check through the window that your substrates have not been displaced from the sputtering stage. 

The next step is a bit challenging and should be practiced before attempting. In relatively quick 

succession: 

Turn on the RF generator. Need to turn on “Gun 2” to override the interlock. Check window for 

plasma strike. If plasma does not strike, flick the Ar controller switch to “purge” for a split second. 

Press “zero” to zero the thickness and the time. Adjust the two knobs (“Tune” and “Control”) on 

the AC generator such that the reflected power reads zero. 

Record in log book: 

t (min)  P (T)  Power reflected (W)  Thickness (Å) 

 0  -     -     0 

 1  2.2E-3    0     4 

 2  2.2E-3    0     9 

 5  2.2E-3    0     26 

 10  2.2E-3    0     55 

 ..  ..     ..     .. 

 50  2.2E-3    0     310 
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Record the thickness every five minutes and verify that the sputtering rate is either staying the 

same, or slowly increasing at a constant rate. 

8.5 Shutdown procedure 

Turn off RF power (can turn off “Gun 2”, or on the generator itself.) 

Shut off Ar with the valve (toggle above the controller), then turn off the Ar at the tank.  

Record the pressure in the log book. Switch Ar flow controller to “close”. Close gate valve, first 

flip the 100% switch, then the 50% switch. Turn turbo pump off. Turn off the switch marked 

“motor”. Turn off water, leave air on so as to be able to operate the gate. Wait 10 min, then turn 

off mechanical pump.  Loosen the threaded door lock. Turn on “vent” switch (recall: the gate is 

closed at this point.) Note: you cannot open the vent valve until the mechanical pump is off. 

Wait an additional 10 min (20 min from the point at which the turbo pump was turned off.) Listen 

to ensure that the turbo pump is no longer spinning. After 20 min and the turbo pump is no longer 

spinning, open the gate.  

Open the door and remove the samples from the chamber. Remove your target, unless you 

will be returning shortly to do more sputtering with the same material. Close the door, and pump 

down to 100 mT with the mechanical pump. After attaining a pressure of 0.1 T, close the gate and 

turn off the pump. Turn off the air. 

 


